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We present a new general methodology capable of modeling chemical reactions at solid–liquid
interfaces called CECILIA~combined embedded cluster at the interface with liquid approach!. The
main idea is to combine the embedded cluster molecular orbital or density functional methods for
describing interactions at the surface of a solid with the dielectric continuum approach for modeling
a liquid. More details are given on how to apply this methodology to model processes at the ionic
solid–water interface. Geometries and adsorption binding energies of H2O, NaCl, Na

1, and Cl2 at
the NaCl~001!–water interface are calculated using this approach and compared with those at the
NaCl~001!–vacuum interface. ©1997 American Institute of Physics.@S0021-9606~97!50818-X#
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I. INTRODUCTION

Molecular processes at the solid–liquid interface p
important roles in environmental chemistry, biochemist
electrochemistry, corrosion, and other fields. Understand
reaction mechanisms at such interfaces is important for
dustry and environmental protection.1 For example, the in-
terface between titanium dioxide (TiO2) and water has
shown very promising applications in the photochemi
splitting of water and photocatalytic water purification.2 So-
dium chloride crystals apart from being a useful model s
tem for theoretical developments, participate in atmosph
processes. Sea salt aerosoles react with various gases,
as NO2, in the earth’s troposphere.3 As the aerosole surfac
is normally covered by several layers of water, these re
tions occur at the solid–liquid interface.

Despite much experimental progress, very little is kno
for certain regarding the mechanisms of interfacial proces
One of the reasons is that many experimental surface se
tive techniques, such as thermodesorption, scanning tun
ing, and photoelectron spectroscopies require low cover
ultrahigh vacuum or high–low temperature conditions, th
may be not directly relevant to the solid–liquid interfa
situation in Nature. Theory can play a crucial role here. Cl
sical molecular dynamics~MD! or Monte Carlo~MC! simu-
lations can provide valuable information about solvent str
ture at interfaces.4–7 However, these approaches depend
the accurate description of solvent–solid interactions by m
lecular mechanics~MM ! force fields. Development of suc
force fields is a difficult and time-consuming task.8 Further-
more, the MM methods are not particularly suitable for d
scribing chemical reactions. Any theory for realistic mod
ing of chemical reactions at solid–liquid interfaces sho
provide an accurate description of bond-forming and bo
breaking processes and interactions of adsorption compl
and surface defects with the crystal lattice and solvent~wa-
ter!. This implies thatab initio molecular orbital or density
functional ~DFT! theory with appropriate treatment of ele

a!On leave from the Institute of Chemical Physics, University of Latvia,
Rainis blvd, Riga LV1586 Latvia.
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tron correlation is required. Fullab initio quantum mechani-
cal calculations of solid–liquid interfaces to date are limit
to studies of monolayer or bilayer adsorption of water m
ecules using small surface unit cells.9–11Often these methods
are not practical for modeling low-symmetry defect sites a
exploring potential energy surfaces.

Embedded cluster models, well known in the quantu
chemistry of condensed matter, seem to be the most suit
for such studies. In these models, the central part of
chemical system is treated by accurateab initio or DFT
methods and the rest is described by various classical
proximations. These approximations can be divided i
methods using either an atomistic or a continuum repres
tation for the remainder of the chemical system. The ato
istic approach may represent atoms as point charges, pse
potentials, pseudoatoms, etc. A great deal of experienc
accumulated in quantum chemical studies of point defect
the bulk and on the surface of crystals by using differe
atomistic embedding techniques~see, for example, books12,13

and references therein!. Practically the same method i
known in solvation studies under the name QM/M
approach.14 Atomistic methods are most important when t
structure of the solvent is of interest. However, for compa
son with many experiments only average properties of
solute are important. Thus, solvent structures should be
eraged over a long period of time using MD or MC tec
niques. Such methods are still too expensive for use w
nonempirical electronic structure theories for large realis
solutes.Ab initio calculations are usually performed by re
resenting the solvent as a structureless polarizable med
This is the central approximation in various dielectric co
tinuum solvation models.15

Atomistic and continuum methods were found very us
ful in their areas of applicability, e.g., point defects in th
bulk and on the surface of crystals and chemical processe
the bulk and on the surface of a liquid.16–19 However, de-
scribing localized chemical processes at the solid–liquid
terface requires a more elaborate theory because in add
to including an embedding potential from the rest of crys
and nearest solvation shells, one should also take into
count self-consistently the long-range polarization of the s
vent. To the best of our knowledge, no such method exist
106(18)/7700/6/$10.00 © 1997 American Institute of Physics



to
ap
li
:
ap
d
te
p-

lts

e
s

M
fe
ki
e
iv
le

l
te

s
er
m
Th
in
t
en
t
ls
re

ffer
-
dary
n
of
be

ing

a
ng-
ter
the
ec-
ten-
ur
en
s-
ent
ec-

sur-
ing
is

ous
ot
the
ner-
test
its
f the

is

ts,
the
lex

the

ical
r-
rest

7701E. V. Stefanovich and T. N. Truong: Modeling reactivity at interfaces
date. The main idea of the present work is to combine a
mistic and continuum models into one computational
proach capable of studying reactive processes at the so
liquid interface. For brevity, we call this model CECILIA
Combined embedded cluster at the interface with liquid
proach. We describe general features of the CECILIA mo
in Sec. II, and computational details in Sec. III. To illustra
the applicability of the CECILIA model, we studied adsor
tion of Na1, Cl2, NaCl, and H2O at both the NaCl~100!–
water and the NaCl~100!–vacuum interfaces, and our resu
are discussed in Sec. IV.

II. METHODOLOGY

In the CECILIA approach, the whole system ‘‘surfac
defect1crystal1solvent’’ is divided into three main region
as illustrated in Fig. 1.

I. The innermost QM ~quantum mechanics! region,
where chemistry occurs, is treated by accurateab initio ap-
proaches such as HF, MP2, CIS, or DFT. Normally, the Q
cluster may consist of several lattice atoms near the de
site, the adsorbate and a couple of water molecules ma
strong hydrogen bonds with the surface complex. The siz
this region, level of theory, basis set, and use of effect
core pseudopotentials are dictated by the specific prob
and available computational resources.

II. The buffer or MM region normally includes severa
dozen atoms in the crystal lattice surrounding the QM clus
and several solvent molecules. This region is designed
describe short-range forces between nuclei and electron
the QM cluster and surrounding medium. There are sev
methodologies with different levels of accuracy and co
plexity that can be used to represent the buffer region.
simplest way is to treat atoms in this region as po
charges.14,20 Such treatment is not accurate for ions close
the QM cluster, especially for cations, and cannot prev
unphysical delocalization of the cluster wave function due
neglect of Pauli repulsion effects. For highly ionic crysta
this difficulty can be overcome by using effective co

FIG. 1. The CECILIA model.
J. Chem. Phys., Vol. 106
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pseudopotentials to describe interaction of ions in the bu
zone with cluster electrons.21,22For semiconductors and zeo
lites, one may use pseudoatoms to cap bonds at the boun
of the QM cluster.20 Classical particles in the buffer zone ca
interact with each other and with cluster nuclei by means
force fields. For example, solvent water molecules can
approximated by the TIP3P potentials,23 and interactions be-
tween lattice ions can be taken from pair potentials exist
in the literature.24,25

III. The peripheral zone containing point charges and
dielectric continuum ensures correct Madelung and lo
range solvent polarization potentials in the quantum clus
region. This is important for an accurate representation of
cluster electron density, correct positions of the crystal el
tronic band edges with respect to vacuum, and redox po
tials of molecular solutes. As described below and in o
previous study,26 several hundred point charges are oft
sufficient to approximate the Madelung potential in the clu
ter with an accuracy of about 1%. A self-consistent treatm
of the solvent polarization can be achieved by using diel
tric continuum solvation methods.15 In this study, we adopt
the GCOSMO method documented in the literature.27–29 In
this approach, the crystal surface and adsorbate are
rounded by a boundary constructed as a set of interlock
spheres centered on nuclei and having fixed radii. This
shown schematically in Fig. 2. In contrast to homogene
solvation studies, the surface of the dielectric cavity is n
closed. Only the QM cluster and its nearest neighbors on
surface need to be solvated in order to obtain relative e
gies of surface configurations. As discussed below, our
studies show that extension of the cavity beyond these lim
does not change the energetics and electronic structure o
QM cluster.

In the boundary element method, the cavity boundary
divided intoM surface elements with areas$Su%. The sol-
vent polarization field is approximated by a set ofM point
charges$qu%, located at the centers of surface elemen
$tu%. These charges are determined self-consistently with
electronic and atomic structure of the adsorption comp
through the matrix equation

q52
e21

e
A21f, ~1!

wheree is the dielectric constant of the liquid,A is theM
3M matrix with matrix elements30

Auv5
1

utu2tvu
for uÞv, and Auu51.07A4p

Su
, ~2!

and vectorf contains electrostatic potentials produced by
charge density of the crystal at points$tu%. This potential can
be conveniently separated into contributions from class
particles ~atomic nuclei, whole-ion pseudopotentials su
rounding the cluster, and point charges representing the
of the lattice! with chargeszi and positionsRi and from the
electron densityr~r ! in the QM cluster

f u5 f u
class1 f u

el5(
i

Zi
utu2Ri u

2E r~r !

ur2tuu
d3r , ~3!
, No. 18, 8 May 1997
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FIG. 2. Sketch of the CECILIA model used for studies of H2O adsorption. The equilibrium geometry for the H2O molecule at the NaCl~001!–water interface
is shown.
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Note that in the traditional GCOSMO approach the first s
in Eq. ~3! runs only over atomic nuclei of the solvated mo
ecule. Correspondingly, surface charges in Eq.~1! can be
separated into ‘‘classical’’qclass and ‘‘electronic’’ qel com-
ponents. The classical surface charges are taken into acc
by adding the term

Hmn
s 5qclassLmn , ~4!

to the one-electron part of the Fock matrix (Hmn
0 ). Here

$Lmn
u % are matrix elements of the potential generated b

unit point charge at the point$tu%. The contribution of elec-
tronic surface chargesqel to the two-electron part of the Foc
matrix is given by

Gmn
s 5qelLmn . ~5!

Then, the self-consistency between the electron density
solvent polarization field is achieved in a single SCF pro
dure by calculatingqel from Eqs.~1! and~3! at each iteration.

Finally, the total energy of the system in HF and DF
methods is expressed as
J. Chem. Phys., Vol. 106
unt

a

nd
-

Etot5(
mn

@Pmn~Hmn
0 1Hmn

s 1Vmn!1 1
2Pmn~Gmn

0 1Gmn
s !#

1 1
2q

classfclass1Enn1Enonels, ~6!

wherePmn is the converged density matrix of the QM clu
ter,Vmn are matrix elements of the potential from the buff
and point charge zones.Enn is the energy of interaction be
tween classical particles, i.e., nuclei in the QM cluster a
ions in the buffer and point charge zones. Apart from sim
Coulomb interactions, this term may include short-range
tentials taken from various force-fields.Enonelscontains non-
electrostatic dispersion–repulsion and cavity formation c
tributions to the solvation free energy. These terms
calculated using methods described in Refs. 31 and 32 w
the optimized solvent water radius of 1.29 Å.28 We used the
OPLS force field parameters33 for calculating dispersion–
repulsion interactions in this work. For fast geometry op
mization of structures at solid–liquid interfaces we deriv
first derivatives of the total energy~6! with respect to the
coordinates of atoms in the cluster and buffer zone.29 The
, No. 18, 8 May 1997
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7703E. V. Stefanovich and T. N. Truong: Modeling reactivity at interfaces
CECILIA model described above was implemented in o
local version of theGAUSSIAN92/DFTcomputer code.34

It is important to point out that the methodology of th
CECILIA model is suitable for incorporation of various ne
theoretical developments. For example, to be consistent
the treatment of the solvent polarization, one needs~in par-
ticular for charged surface complexes! to take into account
polarization of the semi-infinite substrate. This can
achieved by using an atomistic surface polarizat
approach.35 A recently developed pseudopotential model
solvent water molecules36 and embedded density function
theory ~EDFT! cluster model37 can further improve the ac
curacy of the embedding potential. For metals, one poss
ity is to use the embedded cluster molecular orbital appro
proposed by Whitten and co-workers.38 Applications of these
theoretical developments are beyond the scope of the pre
study.

III. CALCULATION DETAILS FOR THE
NaCl(001)–WATER INTERFACE

For the CECILIA model, the QM region consisted of
@Na5Cl4#

1 cluster containing nine atoms that form a 333
square on the NaCl~001! surface and the atoms of an adso
bate~see Fig. 2!. The structure of the NaCl~001! surface was
assumed fixed as bulk lattice termination. Geometries of
molecular species studied in this work~gas phase, liquid
phase, adsorbed on the clean surface, and adsorbed a
interface! were fully optimized at the pseudopotenti
Hartree–Fock level. Na and Cl ions were described by Ha
Wadt effective core pseudopotentials~ECP! and standard va
lence double-zeta basis sets.39 The oxygen atom was de
scribed by the SBK ECP and CEP-311G* basis set.40 The
3111G** basis set was used for hydrogens. Electron co
lation was included at the MP2 level as single point calcu
tions at HF optimized geometries. Dissociation and adso
tion energies were calculated as total energy differen
between the compound system and its separated fragm
For energy calculations of Na1, Cl2, and NaCl species, thei
basis sets were augmented by standard polarization and
fuse functions, and an additional diffuse function with t
exponent of 0.015 was added to the basis set of chlorine

The buffer region included Na1 cations that are neares
neighbors to the QM cluster in the crystal lattice. They we
represented by the Hay–Wadt ECP~a frozen 1s22s22p6

core! without basis functions attached. More distant N1

ions can be rather accurately represented as point cha
(q511). Actually, when they were treated as pseudopot
tials, cluster energies changed by less than 0.1 kcal/mol.
are not aware of any accurate whole-ion pseudopotential
resentation of lattice Cl2. However, as indicated in Refs. 2
and 22, the ground-state electron density in the quan
cluster only slightly penetrates surrounding anions, there
they can be described rather accurately in the point cha
(q521) approximation. The point charge region of th
crystal lattice was selected in such a way that the wh
surface was represented by an 83834 block of the NaCl
lattice ~four layers deep!. This size of the lattice was spe
J. Chem. Phys., Vol. 106
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cially chosen to provide a rather accurate approximation
the Madelung potential inside the QM cluster and above
surface. Electrostatic potentials above three sites on the
face of the 83834 block are compared with the ‘‘exact’
potential above the infinite lattice of point charges in Fig.
The latter values were calculated using the Ewald summa
procedure. One can see that differences are almost n
gible.

The dielectric cavity was constructed using the gepo
algorithm41 as a set of interlocking spheres centered on
oms. The cavity boundary adjusted automatically when
oms in the QM region moved during the geometry optimiz
tion. Each complete atomic sphere contained 60 surf
charges. Atomic radii were taken from our previous work28

1.172 Å for H, 1.576 Å for O, and 1.75 Å for Cl. For th
Na1 cation, an atomic radius of 1.61 Å was fitted to th
experimental hydration energy of 98 kcal/mol. With the
radii, the hydration free energy of the NaCl molecule is 46
kcal/mol as compared to the experimental value of 4
kcal/mol.42 The cavity boundary was truncated so that on
QM atoms and nearest neighbors to the QM region on
surface were solvated. The effect of such truncation w
found to be very small. For example, when the boundary w
truncated so that only QM atoms were solvated, the ads
tion energies changed by less than 0.1 kcal/mol. The valu
78.3 was used for the dielectric constant of water. This va
for bulk water may not be accurate for the interfacial regi
due to the specific ordering of water layers near the surf
of polar crystals.7 The effect of such ordering on dielectri
properties of water is not well understood yet. In princip
this difficulty may be alleviated in the CECILIA approach b
including explicit first-solvation-shell water molecules in th
QM or buffer zones. However, statistical average over c
figurations of these solvent molecules is required in this ca

FIG. 3. Absolute values of the electrostatic potential above three sites~for
numbering of sites, see Fig. 2! on the NaCl~001! surface modeled as an 8
3834 point charge lattice compared to the exact potential from the infin
lattice of point charges.
, No. 18, 8 May 1997
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7704 E. V. Stefanovich and T. N. Truong: Modeling reactivity at interfaces
IV. RESULTS AND DISCUSSION

Table I shows geometry data for four studied adsorba
at both NaCl–water and NaCl–vacuum interfaces. In Ta
II we present adsorption energies calculated at the HF
MP2 levels. The electron correlation effects generally
crease adsorption energy by 1–3 kcal/mol. In the last colu
of Table II, the nonelectrostatic solvation effects were add
to the MP2 adsorption energy. These effects result fr
competition of two main contributions. Since a molecule a
sorbed at the interface is less solvated than in bulk water,
dispersion attraction to the solvent decreases. On the o
hand, the cavity formation term also decreases. In all stud
cases the latter term prevails to the favor of stronger ads
tion at the interface. In Table III we list bond distances a
dissociation energies~including nonelectrostatic solvation e
fects! for the NaCl molecule in different environments.

A. Adsorption at the clean NaCl(001) surface

The equilibrium structure for H2O adsorption at the
NaCl~001!–vacuum interface~see Fig. 2! is qualitatively

TABLE I. Structure~distances in Å, angles in degrees! of adsorbates at the
NaCl~001!–water interface and on the clean NaCl~001! surface.

Parametera Aqueous interface Clean surface

Water adsorption
O–H 0.952 ~0.951b! 0.949 ~0.947c!
H–O–H 104.5 ~104.6b! 98.3 ~105.8c!
Oz 2.60 2.40 ~2.14d!
OxvOy 0.06 0.41 ~0.55d!
tilt anglee 11.9 0.3 ~1.0d!

Na1 adsorption
Na1z 2.84 2.77

Cl2 adsorption
Cl2z 3.08 2.92

NaCl adsorption
Na1x 2.71 2.41
Na1z 2.85 2.74
Cl2x 0.03 20.01
Cl2z 3.57 3.12

aThe origin is placed on the central Na1 ion ~see Fig. 2!, x andy axes are
directed toward nearest Cl2 ions, z axis is perpendicular to the surfac
plane.
bCalculated for hydrated molecule.
cCalculated for free molecule.
dFrom pair potential calculations in Ref. 5.
eThe angle between the bisector of H2O and the~001! surface plane.

TABLE II. Adsorption energies~kcal/mol! at the clean NaCl~001! surface
and NaCl~001!–water interface.

Species

Adsorption energy~kcal/mol!

NaCl~001! surface NaCl~001!–water interface

HF MP2 HF MP2
MP2

1Enonels

Na1 12.3 14.7 2.2 3.4 3.6
Cl2 1.5 3.0 21.2 0.7 1.0
NaCl 9.3 12.5 2.0 4.6 4.7
H2O 6.7 8.1 1.0 2.9 5.5
J. Chem. Phys., Vol. 106
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similar to that obtained inab initio periodic calculations of
H2O–MgO~001! adsorption.7–9 The water oxygen atom
binds to the surface Na1 ion. Water hydrogen atoms ar
attracted to Cl2 ions so that the molecular plane is almo
parallel to the surface. To facilitate this interaction, the
atom shifts by 0.58 Å in thê110& direction, and HOH angle
decreases by 7.5°. Earlier experimental measuremen43

yielded the value of about 10.5 kcal/mol for isosteric heat
the H2O–NaCl~001! adsorption at zero coverage. More r
cent results indicate that this value is about 15.1 kcal/m5

Assuming that water molecules on the surface are immob
the zero temperature potential energy of adsorption sho
be about 2 kcal/mol lower than the isosteric heat
adsorption,43 that is 8.5–13.1 kcal/mol. Due to the presen
of surface defects, these experimental values may over
mate the actual interaction energy of a single water molec
with the flat NaCl~001! surface.5 Thus our calculated value
of 8.1 kcal/mol~see Table II! is in a reasonable agreeme
with experimental data.

The dissociation reaction NaCl→Na11Cl2 is highly un-
favorable in the gas phase with a calculatedDe of 128.6
kcal/mol ~see Table III!. The dissociation energy is still quit
large for NaCl adsorbed on the clean NaCl surface, e
though dissociation products Na1 and Cl2 lower their energy
due to adsorption. The energy required to desorb molec
NaCl from an NaCl~001! surface is 12.5 kcal/mol in ou
calculations. This is much larger than the value of 1.5 kc
mol obtained in simple classical pair potential calculations44

B. Adsorption at the NaCl(001)/water interface

Interesting conclusions can be drawn from comparis
of adsorptions at the clean NaCl surface and its interf
with water. The screening effect of the solvent reduces
traction of the H2O molecule to surface ions~see Table I!.
The distance of the oxygen atom from the surface increa
by 0.2 Å. H atoms no longer feel a strong attraction to C2

lattice anions, therefore, the tilt angle between the molec
axis and surface plane increases from 0.3° to 11.9°, the
eral shift of the molecule alonĝ110& axis decreases from
0.58 to 0.08 Å, and the HOH angle increases to the value
104.5 characteristic for the hydrated water molecule. In g
eral, the internal structure of the H2O molecule adsorbed a
the interface is much closer to the geometry of hydra
H2O than to the geometry of water adsorbed at the cl
NaCl~001! surface. In agreement with these results, dielec

TABLE III. Na–Cl equilibrium distances and dissociation energi
~NaCl→Na11Cl2! in different environments.

Medium

Na–Cl
distance~Å!

HF

Dissociation energy~kcal/mol!

HF MP2 Expt.a

Gas phase 2.43 126.4 128.6 130.1
NaCl~001! surface 2.45 122.0 123.5 n/a
Aqueous solution 2.75 3.0 4.8 0.0
NaCl~001!/water 2.78 3.5 4.9 n/a

aDDHf ~298.15 K! from Ref. 42.
, No. 18, 8 May 1997
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7705E. V. Stefanovich and T. N. Truong: Modeling reactivity at interfaces
screening by the solvent reduces the interaction energy
tween H2O and the solid surface by about 2.6 kcal/mol~see
Table II!. However, there is still a noticeable attraction~5.5
kcal/mol! which immobilizes the H2O molecule near the
NaCl surface in agreement with previous molecular dyna
ics simulations4,6 and a helium atom scattering study.5 About
half of this adsorption energy~2.6 kcal/mol! is due to non-
electrostatic solvation effects.

Similar effects can be seen from calculations of Na1,
Cl2, and NaCl adsorption at the interface. Adsorption d
tances increase and adsorption energies decrease with re
to those on the free NaCl~001! surface~see Tables I and II!.
Nonelectrostatic solvation effects facilitate adsorption at
interface, however much less than in the case of H2O. As
seen from data in Table III, the presence of the aque
solvent leads to Na–Cl bond elongation by about 0.32–0
Å. On the other hand, when a free or solvated molecule bi
to the NaCl~001! surface the Na–Cl bond distance increas
by only 0.02–0.03 Å.

As expected, the polar solvent facilitates dissociation
NaCl into the ion pair~see Table III!. Our calculations yield
a dissociation energy of NaCl in water that is too larg
mainly due to an underestimation of Cl2 hydration energy
~72.0 kcal/mol instead of the experimental value of 76 kc
mol!. The agreement can be easily improved by adjusting
radius of the Cl2 solvation sphere. However even unco
rected results show a clear qualitative tendency. The N
dissociation energy at the NaCl~001!–water interface is al-
most the same as in bulk water, while the dissociation ene
on the clean NaCl surface is close to that for the free m
ecule. This indicates that the aqueous solvent has m
stronger influence on the geometry and energetics of
NaCl molecule than the NaCl substrate.

V. CONCLUSION

We presented a general methodology forab initio elec-
tronic structure calculations of reactivity at the solid–liqu
interface ~CECILIA model!. Initial applications of this
model to adsorptions at the NaCl~001!–water interface were
carried out. These results indicate that the presence of w
significantly changes the geometries and energetics of
sorbed species. In fact, NaCl and H2O molecules adsorbed a
the interface are more similar to hydrated molecules sligh
perturbed by the presence of the substrate than to molec
adsorbed on the surface and perturbed by the aqueous
vent. As results, the crystal growth, sublimation–dissolut
mechanisms, and chemical reactivity at solid–vacuum
solid–liquid interfaces may be completely different.
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30A. Klamt and G. Schu¨ürmann, J. Chem. Soc., Perkin Trans. II1993, 799.
31F. M. Floris, J. Tomasi, and J. L. P. Ahuir, J. Comp. Chem.12, 784

~1991!.
32M. J. Huron and P. Claverie, J. Phys. Chem.76, 2123~1972!.
33W. L. Jorgensen and J. Tirado-Rives, J. Am. Chem. Soc.110, 1657

~1988!.
34GAUSSIAN 92/DFT, Revision G. 3, M. J. Frisch, G. W. Trucks, H. B. Schle
gel, P. M. W. Gill, B. G. Johnson, M. W. Wong, J. B. Foresman, M.
Robb, M. Head-Gordon, E. S. Replogle, R. Gomperts, J. L. Andres
Raghavachari, J. S. Binkley, C. Gonzalez, R. L. Martin, D. J. Fox, D
Defrees, J. Baker, J. J. P. Stewart, and J. A. Pople~Gaussian, Inc., Pitts-
burgh, PA, 1993!.

35L. N. Kantorovich and A. L. Shluger, Phys. Rev. B53, 136 ~1996!.
36P. N. Day, J. H. Jensen, M. S. Gordon, S. P. Webb, W. J. Stevens
Krauss, D. Garmer, H. Basch, and D. Cohen, J. Chem. Phys.105, 1968
~1996!.

37E. V. Stefanovich and T. N. Truong, J. Chem. Phys.104, 2946~1996!.
38J. L. Whitten and T. A. Pakkanen, Phys. Rev. B21, 4357~1980!.
39W. R. Wadt and P. J. Hay, J. Chem. Phys.82, 284 ~1985!.
40W. Stevens, H. Basch, and J. Krauss, J. Chem. Phys.81, 6026~1984!.
41J. L. Pascual-Ahuir, E. Silla, and I. Tun˜on, J. Comp. Chem.15, 1127

~1994!.
42CRC Handbook of Chemistry and Physics, 68th ed., edited by R. C. Weas

~CRC, Boca Raton, Florida, 1987!.
43P. B. Barraclough and P. G. Hall, Surf. Sci.46, 393 ~1974!.
44R. B. Bjorklund and K. G. Spears, J. Chem. Phys.66, 3437~1977!.
, No. 18, 8 May 1997


