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We present a general methodology for calculating free-energy profile of reaction in solution using
quantum mechanical methods coupled with the dielectric continuum solvation approach.
Particularly, the generalized conductorlike screening model~GCOSMO! was employed in this
study, though any continuum model with existing free-energy derivatives could also be used.
Free-energy profile is defined as the steepest descent path from the transition state to the reactant
and product channels on the liquid-phase free-energy surface. Application of this methodology to
calculate the free-energy profile of the Menshutkin NH31CH3Cl reaction in water is discussed. The
efficiency of the GCOSMO method allows characterization of stationary points and determination
of reaction paths to be carried out at less than 20% additional computational cost compared to
gas-phase calculations. Excellent agreement between the present results and previous Monte Carlo
simulations using a combined quantum mechanical/molecular mechanics~QM/MM ! potential
confirms the accuracy and usefulness of the GCOSMO model. ©1997 American Institute of
Physics.@S0021-9606~97!52130-1#
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I. INTRODUCTION

For the past half century, quantum chemistry has m
significant progress in prediction properties of gas-phase
cesses. Theoretical efforts recently have been turning tow
solution chemistry. Despite some progress has been ma
developing predictive models for equilibrium and spect
scopic properties of molecules in solution, quantum mod
ing of free-energy profile in solution still remains
challenge.1–3 Free-energy profiles are important for elucida
ing mechanisms of reactions in solution and addressing t
dynamics. The challenge arises from the requirements
adequate theoretical models must have accurate descri
of both the bond-forming and -breaking processes and
solvent–solute interactions.

First, proper description of the bond-forming an
-breaking processes requires an accurate correlated lev
ab initio quantum mechanical theory. At the present time
is computationally unfeasible to perform fullab initio quan-
tum simulations for reactions in solution due to the lar
number of solvent molecules required. Although rap
progress is being made for quantum~electronic degrees o
freedom only! simulations of equilibrium properties o
condensed-phase systems with the use of Car–Parrin
approach,4–6 in most theoretical studies so far, approxim
tions were made to reduce the computational demand
calculating the solvent–solute interactions. These stu
treat the solvent either explicitly or implicitly.

A. Explicit treatments of solvent–solute interaction

Within this approach, there are two general methodo
gies. The supermolecule model7,8 treats a small number o

a!Author to whom correspondence should be addressed.
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first-solvation-shell solvent molecules explicitly at the sam
quantum mechanical level as the solute. This model offe
straightforward and accurate way to account for the locali
portion of the solvent–solute interaction. However, it cann
include the long-range electrostatic interactions with the b
solvent. Another common methodology is to construct
approximate solvent–solute interaction potential either us
classical molecular mechanics force fields,9 empirical va-
lence bond method,10 combined quantum mechanica
molecular mechanics~QM/MM ! method,11–14 or recent ef-
fective fragment method.15 Then, for calculating reaction
profiles in solution, one performs classical free-energy sim
lations to evaluate the potential of mean force along a
lected reaction coordinate.

The advantage of approaches with explicit solvent is t
they provide detailed solvation structure enabling one to e
cidate specific roles of solvent in reaction mechanisms. T
main difficulty of these models is the definition of the rea
tion coordinate. Due to the large number of solvent degr
of freedom there is no unique way to define a reaction co
dinate. As a result, this approach relies on the gas-phase
simple user-defined reaction coordinate. As a result, par
pation of solvent motions in the reaction coordinate is
nored. Such practice works reasonably well for many sim
reactions. For complex reactions where competing reac
paths exist and solvent effects change the topology of
free-energy surface, one can in principle, examine all p
sible free-energy paths but this would be too costly. Th
are numerous examples of such complex cases. For insta
solvent effects change the prefered conformation of the tr
sition state and the diastereofacial selectivity of the Die
Alder reaction between cyclopentadiene and~-!-menthyl-
acrylate.16–18 Solvent can also change the reaction mec
188181/9/$10.00 © 1997 American Institute of Physics
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1882 Truong, Truong, and Stefanovich: Free energy profile of reactions in solution
nism as seen in the ketene-imine cycloaddition in which
two-step mechanism is prefered in solution while the c
certed mechanism was predicted for the gas phase.19 Another
example is a significant shift of the transition state towa
the reactant channel in the Menshutkin NH31CH3Cl reaction
in aqueous solution.20

In general, the combined QM/MM approach in conjun
tion with molecular dynamics or Monte Carlo free-ener
simulations would be the best way to provide accurate
detailed picture of reactions in solution. However, determ
nation of the potential of mean force requires a large num
of free-energy simulations, typically around 30–60 ru
This is quite time consuming and computationally expens
Such an approach is useful to gain detailed fundame
knowledge for selected well-known reactions. It is, howev
not practical for gaining first insight into the roles of solve
for assisting synthetic design of new materials. Here o
needs acost effectivetheoretical tool to provide reasonab
accurate predictions to guide experiments.

B. Implicit treatments of solvent–solute interactions

Among several methodologies for implicit treatment
the solvent, the dielectric continuum approach21–23offers the
simplest and yet reasonably accurate methodology. In
dielectric continuum approach, the solvated system is m
eled as the solute~if necessary, with inclusion of severa
first-solvation-shell solvent molecules! inside a cavity sur-
rounded by a dielectric continuum medium represented
the dielectric constante. Such model has several weakness
In particular, it does not provide any information on the s
vent structure. In addition, the size and shape of the ca
have no rigorous definitions. However, there are also sev
important advantages. First, one can select a desired lev
quantum mechanical theory from a wide range ofab initio
molecular orbital~MO! and density functional theory~DFT!
levels that is sufficiently accurate for modeling bon
breaking and forming processes. Second, the reaction c
dinate is uniquely defined because solvent effects from
continuum medium are effectively included in the solu
Hamiltonian and do not increase the dimensionality of
system. Third, availability of analytical free-energy deriv
tives greatly enhances the ability to explore the free-ene
surface and to characterize stationary points. With appro
ate choice of van der Waals radii for cavity construction, o
can obtain reasonably accurate free energy of solvation f
wide range of solutes. Overall, for modeling reactions in
lution the dielectric continuum approach provides the m
cost effective methodology.

Most of previous dielectric continuum calculations
solvent effects on reaction mechanisms were based on si
~spherical or ellipsoidal! cavity models.21,23 Although these
self-consistent reaction field studies provide useful insig
their accuracy is often questionable due to the uncertaint
the cavity size and shape for variable geometry of the re
ing system. For more realistic molecular-shape cavities, th
models have shown some promise due to the availability
analytical free-energy derivatives. One is known as the
J. Chem. Phys., Vol. 107
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larizable continuum model~PCM!.23–27 Second is the reac
tion field factors formalism which is based on the Kirkwoo
multipole expansion model.28,29Third is the generalized con
ductorlike screening model~GCOSMO!30–35 developed in
our group that is based on an approximate scheme for sca
screening conductor surface charges originally proposed
Klamt and Schu¨ürmann.36 Implementation of the origina
COSMO approach to the density functional theory was a
done by Andzelmet al.37 However, to date a general meth
odology for following reaction paths on the solution-pha
free-energy surface has not been developed.

In this study, we present a general methodology for c
culating free-energy profiles in solution by following th
minimum free energy path~MFEP! on the free-energy sur
face. Using the GCOSMO solvation model, we have carr
out a systematicab initio study of the Menshutkin
NH31CH3Cl↔NH3CH3

11Cl2 reaction in aqueous solution
This is a type IISN2 reaction which is different from the
type I SN2 charge transfer reactions, such
Cl21CH3Cl→ClCH31Cl2, in several aspects. First, for th
Cl21CH3Cl→ClCH31Cl2 reaction solvent effects signifi
cantly decrease the reaction rate due to charge delocaliza
and decrease of the free energy of solvation at the trans
state. In contrast, the rate of the Menshutkin reaction
been found to increase dramatically with increasing solv
polarity which favors charge separation and thus stabili
the transition state. Second, the Cl21CH3Cl→ClCH31Cl2

reaction is symmetric, thus one expects very little solv
effect on the transition state structure. In contrast, the M
shutkin reaction is an unsymmetric charge separation pro
with endothermicity of 110 kcal/mol in the gas phase but it
exothermic by about234610 kcal/mol in aqueous solution
due to the stabilization of the H3CNH3

1 and Cl2 ions by the
solvent.20 According to the Hammond postulate,38 solvent
effects would shift the transition state toward the react
channel, thus solvent has a direct participation in the reac
coordinate. Such role of solvent challenges the validity of
static equilibrium solvation treatment which assumes solv
to be in equilibrium with the chemical system at each po
along the gas-phase reaction coordinate. For this reason
Menshutkin reaction provides a challenging test to any s
vation theory attempting to model solvent effects on tran
tion state structure and reaction profile.

Gao and Xia20 recognized that for this reaction it is mor
appropriate to determine the MFEP in solution rather than
follow the gas-phase reaction coordinate. To do this, G
and Xia have performed elaborated QM/MM simulations
map out a 2D free-energy surface. Transition state struc
and the MFEP were then estimated from this 2D surfa
Although these authors used rather approximate A
Hamiltonian for the solute, their QM/MM description o
solvent–solute interactions was quite accurate and the A
barrier height happened to agree well with the free energ
activation for the gas-phase reaction. These results will
used below for assessing the accuracy of the GCOSMO
vation model. Another Menshutkin reaction, NH31CH3Br,
was studied by Solaet al.39 using both the supermolecul
and PCM approaches. The PCM results for the free energ
, No. 6, 8 August 1997
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1883Truong, Truong, and Stefanovich: Free energy profile of reactions in solution
activation appeared to be too low. This disagreement led
and Xia20 to question the accuracy and applicability of t
dielectric continuum approach for studying reactions of t
type. Both PCM and QM/MM studies confirmed qualit
tively the large solvent effect on the transition state. Ho
ever, the transition state in solution has not been fully o
mized and the full dimensional MFEP has not be
calculated. In the present study, using the GCOSMO die
tric continuum methodology, we fully optimized the trans
tion state of the Menshutkin NH31CH3Cl↔NH3CH3

11Cl2

reaction in aqueous solution and determined the minim
free-energy path in all degrees of freedom of the solute. P
sible sources of error in previous PCM calculations39 are
analyzed, and applicability of the dielectric continuum a
proach for modeling reaction free-energy profiles is est
lished.

II. METHODOLOGY

Let us consider anA→B reaction. The standard fre
energies of reaction in the gas phase and in solution
denoted asDGg

0 andDGs
0, respectively. Associating with th

reactantA and productB are free energies of solvation de
noted asDGsolv

0 . From the thermodynamic cycle given belo

the standard free energy of the reaction in solution can
written as

DGs
05DGg

01@DGsolv
0 ~B!2DGsolv

0 ~A!#, ~1!

where the gas-phase free energy is given by

DGg
05DE2RT lnS QB

QAD . ~2!

HereDE is the reaction energy;R is the Boltzmann constant
T is the temperature;QA andQB are the total partition func-
tions evaluated with the zero of energy set at the bottom
each respective potential well.

We can generalize this expression for the free-ene
profile of reaction in solution. In particular, the standard fr
energy at a pointR(s) along the reaction coordinates rela-
tive to that of the reactantA is expressed as

DGs
0~s!5DGs

0@A→R~s!#

5VMEP~s!2RT lnH Q@R~s!#

QA J
1DGsolv

0 @R~s!#2DGsolv
0 ~A!, ~3!
J. Chem. Phys., Vol. 107
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whereVMEP(s) is the potential energy along the gas-pha
minimum energy path with the zero of energy set at
reactant. Equation~3! indicates that in order to obtain accu
rate free-energy profile for reaction in solution, one requi
to have not only accurate free energy of solvation but a
accurate gas-phase free-energy profile. This point has o
been overlooked in many previous studies.

The central point needs to be discussed here is the
termination of the reaction coordinates. The simplest ap-
proach, adopted in most studies to date, is to defines as the
distance along the minimum energy path on the gas-ph
potential-energy surface. Then, using the static equilibri
solvation approach the free-energy profile in solution can
estimated by adding free energy of solvation to the gas-ph
free-energy profile along this reaction coordinate. As m
tioned earlier, this approach can be erroneous if solva
significantly changes the topology of the free-energy surf
relative to the gas-phase potential-energy surface. In
case, one should include solvent effects in the determina
of the reaction coordinate.

Following the reaction path on the solution-phase fre
energy surface, as defined in Eq.~3!, is a difficult task. The
major difficulty arises from the necessity to perform norm
mode analysis at every point on the gas-phase potential
face in order to calculate vibrational partition functions. T
circumvent this problem, we first assume that the gas-ph
Born–Oppenheimer potential-energy surfaceE(R) has simi-
lar topology to the gas-phase free-energy surface along
reaction coordinate. In this case, we then define a pseu
free energy surfaceG* (R) in the solute nuclear coordinate
R that is related toE(R) by the following expression:

G* ~R!5E~R!1DGsolv~R!. ~4!

The pseudo-free energy surface defined above allows on
utilize advanced computational methods that have been
developed for following reaction paths in the gas pha
Analogous to the gas phase, the reaction coordinates in so-
lution is defined as the distance along the minimum fr
energy path~MFEP! which is the steepest descent path fro
the transition state toward both the reactant~s! and product~s!
on the pseudo-free energy surfaceG* (R). To obtain
free energy profile of reaction in solution we correct t
pseudo-free energy profileDG* (s) for the gas-phase
2RT ln(Q(s)/QA) term along the solution-phase reaction c
ordinate. The central approximation here is that in the de
mination of the solution-phase reaction coordinate
2RT ln(Q(s)/QA) term does not have significant contribu
tion thus can be ignored.

Within the dielectric continuum solvation methodolog
we can write the free energy of solvation as

DGsolv~R!5DGel~R!1DGdis~R!1DGrep~R!

1DGcav~R!, ~5!

where DGel constitutes solvation terms of electrostatic n
ture; DGdis andDGrep are the solvent–solute dispersion a
repulsion interactions, respectively;DGcav is the work re-
quired to create the cavity. Note that contributions from t
, No. 6, 8 August 1997
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1884 Truong, Truong, and Stefanovich: Free energy profile of reactions in solution
solute internal motions, such as shifts in the solute vib
tional frequencies, are effectively included by fitting the ca
ity size to experimental free energies of hydration.

For polar solvents such as water, the electrostatic t
makes the largest contribution to the solvent effects. For
term, we used the GCOSMO model30–35which was general-
ized from the COSMO approach which was originally imp
mented at the semiempirical MO level36 for a more accurate
and general description for the solute charge density with
using the multipole expansion and for inclusion of nonel
trostatic contributions. The essence of the GCOSMO mo
is to determine first the surface chargess~r ! on the surface
(S) of the cavity in a screening conductor~the dielectric
constante5`! from a boundary condition that the electr
static potential on the surfaceS is zero

(
i

zi

ur2Ri u
2E

V

r~r 8!

ur2r 8u
d3r 81E

S

s~r 8!

ur2r 8u
d2r 850,

~6!

wherer is on S; r is the solute electron density; andzi and
Ri are the nuclear charge and position vector of atomi . For
a dielectric medium specified by the dielectric constante, the
surface charges are then determined approximately by s
ing the screening conductor surface charges by a factor of
f (e)5(e21)/e to satisfy Gauss’ theorem. This is a goo
approximation to the exact boundary condition used in
PCM model. Average unsigned differences in hydration f
energies between two models are less than 0.2 kcal/mo
neutral solutes and 0.9 kcal/mol for ions.31

Within the boundary element approach, the cav
boundary is defined byM surface elements with area
$Su%. The surface charge density at each surface eleme
approximated as a point charge,$qu%, located at the center o
that element,$tu%. From the above boundary condition, th
total electrostatic free energy of the whole syste
(solute1surface charges! is then given by

Gel5(
mn

Pmn~Hmn1 1
2Gmn!2 1

2f ~e!z1B1A21Bz1Enn ,

~7!

whereEnn is the solute nuclear repulsion andz is the vector
of N nuclear charges. The solvent contributions to the o
and two electron terms of the Fock matrix~Hmn and Gmn ,
respectively! are expressed as

Hmn
s 52 f ~e!z†B†A21Lmn , ~8!

Gmn
s 52 f ~e!c†A21Lmn . ~9!

whereA, B, andc are M3M , M3N, andM31 matrices,
respectively, with matrix elements defined by

Auv5
1

utu2tvu
for uÞv, and Auu51.07A4p

Su
,

~10!

Bui5
1

utu2Ri u
, ~11!
J. Chem. Phys., Vol. 107
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cu5(
mn

PmnLmn
u ~12!

where

Lmn
u 52 K mU 1

r2tu
Un L , ~13!

andPmn is the density matrix element.
For the dispersion and short-range repulsion contri

tions, we adopted Floriset al. method.40 For the cavity for-
mation term, we employed the scaled particle fluid theory
Pierotti,41 which was transformed by Huron and Claverie42

into an atom–molecule-type formalism. These methods h
been found to be sufficiently accurate from several previ
studies30,40,43–48including our own.

The solvent excluding surface49 was used for defining
the cavity boundary due to its smooth nature. It was c
structed using the GEPOL algorithm.50 The atomic radii~N:
1.74; C: 2.10; H: 1.17; Cl: 1.75 Å! used in this study have
been optimized at the HF/6-31G(d) level to reproduce free
energies of hydration for a representative set of small m
ecules and ions.31 By optimizing the atomic radii for deter
mining the cavity size we effectively account for other co
tributions that were not explicitly considered in the mod
One of such contributions is the outlying charge effect. T
effect arises from the fact that implementation of any clas
cal continuum solvation model within a quantum mechani
level will lead to a small portion of the electronic densi
distribution being outside of the cavity regardless of the c
ity size. Recent studies51,52 have proposed several post-SC
correction schemes accounting for this effect. In our vie
such schemes add an order of complication when one
quires to include the outlying charge effect in free ener
derivatives for consistency as in the determination of re
tion path, yet the atomic radii are still needed to be optimiz
to account for other effects. As pointed in previo
studies,51,52 the outlying charge effect is large for anion
such as Cl2 in this study and shows a noticeable basis
dependence. Such effect is an interesting subject for inve
gation on its own. Since our focus here is on free-ene
profile of reaction in solution, we will discuss the outlyin
charge effect in a forthcoming paper. For this study, ho
ever, as seen in Table I, using the 6-31G(d,p) basis set our
atomic radii yield free energies of hydration of ions in le
than 6% difference with the experimental data. This is with
the experimental uncertainty for solvation free energies
ions. Since the outlying charge effect is expected to be so
what smaller at points along the reaction path than at the
products, it would not be totally canceled in calculations
free-energy profile. One would expect an error in the fre
energy profile of less than 6% in this case.

III. COMPUTATIONAL APPROACH

Calculations of a reaction profile first required optimiz
tions of the reactants, products, and transition state in s
tion. These were done using analytical first derivatives of
electrostatic free energy@Eq. ~7!#.33 For application given
, No. 6, 8 August 1997
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TABLE I. Geometries~distances in Å, angles in degrees!, dipole momentsm ~Debye!, and hydration free
energies~kcal/mol! of the reactants, products, and transition state of the NH31CH3Cl↔H3NCH3

11Cl2 reaction
in the gas phase and in aqueous solution

Gas phase Aqueous solution

BH&HLYP MP2 BH&HLYP MP2

NH3

NH 1.004 1.013 1.010 1.015
/HNH 108.7 106.1 105.4 104.7
m 1.696 1.924 2.237 2.337
DGhyd 26.5(24.3)a 26.4

CH3Cl
CCl 1.785 1.776 1.800 1.788
CH 1.081 1.084 1.080 1.082
/HCCl 108.5 110.0 107.8 108.3
m 2.129 2.212 2.757 2.865
DGhyd 22.2(20.6)a 21.7

H3NCH3
1

CN 1.502 1.507 1.484 1.490
NH 1.017 1.023 1.019 1.025
CH 1.081 1.084 1.082 1.084
/HNC 111.5 111.5 111.5 111.5
/HCN 108.3 108.1 108.4 108.3
DGhyd 269.8(268)a 269.9

Cl2

DGhyd 279.3(275)a 279.0
@H3N•••CH3•••Cl#‡ TS

CN 1.798@1.66#b 1.793 2.215@1.96#b 2.156
CCl 2.484@2.09#b 2.443 2.183@1.94#b 2.170
CH 1.070 1.073 1.069 1.073
NH 1.010 1.017 1.009 1.015
/HNC 110.5 110.8 111.5 111.7
/HCN 99.4 98.8 85.6 85.9

aValues in parentheses are experimental hydration energies taken from Ref. 29.
bValues in square brackets are for AM1 transition state geometry in the gas phase and in aqueous s
Taken from Ref. 20.
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below, the electrostatic term is dominant, thus neglect
derivative contributions from the nonelectrostatic terms
expected to yield negligible errors. As discussed below,
present results confirm this expectation.

The minimum energy path~MEP! on the gas-phase
potential-energy surface and the minimum free-energy p
~MFEP! on the liquid-phase pseudo-free energy surface w
determined by using the second-order reaction path foll
ing method developed by Schlegel and co-workers.53 Step-
size of 0.1 amu1/2 bohr was used. Reaction path calculatio
require the normal mode analysis at the transition state.
the reaction in solution, such analysis has been done by
merical differentiation of the free-energy gradient. Imp
mentation of the analytical second free-energy derivati
for the equilibrium GCOSMO solvation approximation is
progress. To calculate the temperature depend
2RT ln(Q(s)/QA) term we performed gas-phase Hessian c
culations for a small number of points along the solutio
phase reaction coordinate.

The choice of the basis set and calculation method
discussed in detail in the next section. All calculations w
done using our locally modifiedGAUSSIAN92/DFT program.54

It is important to note that GCOSMO calculations in soluti
J. Chem. Phys., Vol. 107
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are only 10%–20% more time consuming than gas-ph
molecular calculations.

IV. RESULTS AND DISCUSSION

A. Accuracy comparison between BH&HLYP and MP2
methods

In our previous studies30,31,34for a large set of molecules
and ions, we found that free energies of solvation obtain
from HF, MP2, and DFT methods are very similar. Ther
fore, the choice of the adequate method should be base
their ability to accurately represent the gas-phase poten
energy surface. Nonlocal DFT methods are particularly
tractive since they are computational less demanding t
even MP2, especially for large systems.

Investigations on the accuracy of DFT methods ha
been an active area of research. The B3LYP method
been the most popular choice for many applications due
its good performance for equilibrium properties.55 Reaction
rate constants, however, are rather sensitive to the trans
state region and the shape of the potential-energy sur
along the MEP. Therefore, inspection of these propertie
also important for the choice of appropriate method. Fr
, No. 6, 8 August 1997



1886 Truong, Truong, and Stefanovich: Free energy profile of reactions in solution
TABLE II. Reaction energies and barrier heights~kcal/mol! of the Menshutkin NH31CH3Cl
↔H3NCH3

11Cl2 reaction in the gas phase and in aqueous solution.

MP2 MP4~SDTQ! BH&HLYP Expt.

Gas phase
DE 121.0 114.0 116.5
DG 128.3 121.3 124.0 110a

DV‡ 38.4 32.1 32.6
DG‡ 51.4 45.1 45.7

Aqueous solution
DG 219.8 216.5 234610b

DG‡ 31.4 24.8 23.5c

aTaken from Ref. 20.
bEstimated from experimental free energies of hydration and standard free energy of formation~see also Ref.
20!.

cExperimental data for the NH31CH3I↔H3CNH3
11I2 reaction in water~Ref. 65!.
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several our studies on the accuracy of DFT methods for
action profiles~includingSN2Cl21CH3Cl reaction32! and re-
action rates,56–59 we found that among existing DFT meth
ods, the combination of the hybrid Becke’s half-an
half for exchange and Lee–Yang–Parr for correlat
~BH&HLYP !60,61 gives the best overall performance.

In this study, we compare the accuracy of the MP262 and
BH&HLYP methods using the 6-31G(d,p) basis set. First,
we optimized geometries of the reactants, products and t
sition state inC3v symmetry in the gas phase and in aqueo
solution using both methods. Note that on the gas-ph
potential-energy surface, there exists a stable comp
H3NCH3•••Cl in the product channel. We found that at th
BH&HLYP/6-31G(d,p) level, the linearlike complex~C3v
symmetry! has negligible stabilization energy relative to t
transition state. Gordon and Webb63 pointed out that due to a
zwitterionic character, the bendlike complex~the angle
NCCl is less than 180°! is much more stable. In water, th
zwitterion, if exists, would prefer to have a linearlike stru
ture due to larger solvation free energy.31 However, we
found that no such stable complex exists in aqueous solu
and thus no further attention is given for determination of
most stable complex on the gas-phase potential surface

Geometrical parameters, dipole moments, and hydra
free energies of the reactants, products, and transition
are listed in Table I. As expected, hydration free energ
calculated from both methods are very similar with the la
est difference of only 0.5 kcal/mol. To investigate the ac
racy of these methods for the gas-phase potential surface
performed benchmark single point MP4~SDTQ! calculations
at the MP2 optimized geometries using a larg
aug-cc-pVDZ64 basis set. This is the most accurate calcu
tion of this system to date. Reaction and activation free
ergies computed by all three methods are compared
available experimental data in Table II. As compared to M
calculations, MP2 overestimates the classical reaction ba
(DV‡) by 6.3 kcal/mol while BH&HLYP agrees to within
0.5 kcal/mol. Although all three methods yield too large
action free energiesDG ~the same order of magnitude fo
this error was also observed in Gao and Xia’s M
calculations20 using a smaller basis set!, the BH&HLYP re-
sult is closer to both MP4 and experiment than the M
J. Chem. Phys., Vol. 107
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result. In addition, an excellent agreement was found
tween MP4 and BH&HLYP calculated free energies of ac
vation DG‡.

In agreement with our previous finding, we conclu
that the BH&HLYP method is computationally cheaper a
yields more accurate results than MP2. Consequently,
the method of choice for further calculations and the rema
ing discussion will be based on the BH&HLYP results.

B. Solvent effects on geometry and electronic
structure

Aqueous solvent has noticeable effects on the equi
rium geometries of the polar reactants molecules and pro
ions as shown in Table I. For NH3, solvent water molecules
compress the HNH angle from 108.7° to 105.4° and elong
the NH bond from 1.004 to 1.010 Å. Similar effects are se
for CH3Cl, where the CCl bond is elongated by 0.015 Å a
the HCCl angle is compressed by less than 0.7°. Howeve
is different for H3CNH3

1 ion, where the CN bond is short
ened by 0.018 Å upon solvation. These results indicate
in addition to the solvent polarization, the solute polariz
tion, i.e., the feedback of the solute to the solvent polari
tion field, is also important.

In Fig. 1 we plotted the CN and CCl bond distances a
the HCN angle along both the gas-phase MEP and solut
phase MFEP. These internal coordinates show the lar
changes as functions of the reaction coordinate. For reac
in water, they are shifted in the product direction. Th
means solvent effects advance the reaction coordinate
particular, at the transition state solvent effect elongates
CN bond by 0.42 Å, shortens the CCl bond by 0.30 Å a
reduces the HCN angle by 14°. These trends are consis
with previous results from PCM model39 and semiempirical
AM1/MM simulations.20 This can be understood from th
fact that the Menshutkin reaction is a charge separation
cess. Aqueous solvent facilitates charge transfer and
creases the dipole moment by gaining favorable free ene
of solvation. This is also seen from Figs. 2 and 3 where
plot the dipole moment of the solute and the Mulliken char
of the Cl atom along the reaction coordinate.
, No. 6, 8 August 1997
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C. Solvent effects on reaction profile

Heats of reaction and activation free energies are lis
in Table II. Free-energy profiles in both the gas phase
aqueous solution are also plotted in Fig. 4. As mention
earlier, our BH&HLYP calculations overestimate the ga
phase free energy of reaction by 14 kcal/mol. As con
quence, our calculated free energy of reaction in wa

FIG. 1. Bond distances NC and CCl and angle HCN as functions of
reaction coordinates for the Menshutkin NH31CH3Cl reaction in both the
gas phase~g! and aqueous solution~aq!. Origin of the reaction coordinate is
at the saddle point in each case.

FIG. 2. Plot of the dipole moment of the reacting system as function of
reaction coordinate.
J. Chem. Phys., Vol. 107
d
d
d
-
-
r

(216.5 kcal/mol) is in good agreement with the AM1/MM
result of 218 kcal/mol, but both are too high compared
the experimental estimate of234610 kcal/mol.20 If experi-
mental gas-phase free energy of reaction were used,
GCOSMO and AM1/MM free energies of reaction in wat
would fall within the experimental uncertainty.

Our calculated gas-phase free energy of activation at
room temperature~45.7 kcal/mol! is consistent with Gao and

e

e

FIG. 3. Plot of the Mulliken charge on the Cl atom as function of t
reaction coordinate.

FIG. 4. Potential energy profile along the gas phase MEP and free-en
profile along the solution-phase MFEP. QM/MM free energy of activation
taken from Ref. 20.
, No. 6, 8 August 1997
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1888 Truong, Truong, and Stefanovich: Free energy profile of reactions in solution
Xia’s best estimate of 46.7 kcal/mol. This activation ener
is only relevant to the formation of the gas-pha
H3NCH3•••Cl complex from the reactants. For formation
ion products H3CNH3

1 and Cl2, the reaction is 110 kcal/mo
endothermic. Thus, the dynamical bottleneck is located fa
the exit channel. Solvent effect changes the reaction ene
ics to noticeably exothermic thus shifts this bottleneck s
nificantly to the entrance channel and decreases the free
ergy of activation to 24.8 kcal/mol. This free energy
activation agrees well with Gao and Xia’s AM1/MM simu
lations ~26.3 kcal/mol! and experimental value for a simila
Menshutkin reaction NH31CH3I in water ~23.5 kcal/mol in
Ref. 65!. The agreement between GCOSMO results a
AM1/MM simulations leads to an important conclusion th
electrostatic solvent–solute interaction not specific hydro
bond interaction as infered by Gao and Xia makes the m
contribution to the transition state stabilization in the type
SN2 reactions. This conclusion is further supported by exa
ining individual contributions to the solvation free ener
along the reaction coordinate as shown in Fig. 5. Furth
more, the relatively small contributions of the dispersio
repulsion and cavitation to the free energy of hydration co
pared to the electrostatic term support the use of o
electrostatic free energy derivative in our structure deter
nations as mentioned earlier. In conclusion, simple~even
without explicit water molecules! dielectric continuum mod-
els should be applicable for studying these reactions.

Previous dielectric continuum calculations done by S
et al. for the NH31CH3Br reaction in water yielded the ac
tivation energy of 8.3 kcal/mol. This value appears to be
low. In our opinion, this large error does not necessa
reflect the inaccuracy of the dielectric continuum approa
nor indicate the importance of specific solvent–solute in
actions but is rather due to several other facts. First, con

FIG. 5. Individual contributions, i.e., electrostatic, dispersion–repuls
and cavitation, to the free energy of hydration along the reaction coordin
J. Chem. Phys., Vol. 107
y
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butions from the solute motions@the2RT ln(Q‡/QA) term in
Eq. ~3!# was not included. From our present study for t
NH31CH3Cl reaction, this term increases the free energy
activation by 13.1 kcal/mol. Second, the calculated g
phase barrier~21.5 kcal/mol! is probably too low due to ne
glect of the electron correlation and use of the small 3-
1G(d) basis set. Finally, these authors did not discuss th
selection of atomic radii for cavity construction. Improp
radii may significantly contribute to the total error.

V. CONCLUSION

We have presented a general methodology for calcu
ing free energy of activation and reaction profile in soluti
using the dielectric continuum solvation approach. The av
ability of efficient free energy derivatives of the GCOSM
model makes it an attractive tool for studying solvent effe
on transition state structures, modeling reaction mechani
in solution and addressing dynamical solvent effects
the reaction coordinate. Using this model, we have carr
out a detailed study of the Menshutkin NH31CH3Cl
→H3CNH3

11Cl2 reaction in aqueous solution. An excelle
agreement between our results and previous elabo
QM/MM simulations confirms the accuracy of th
GCOSMO model and its usefulness. In particular, for t
Menshutkin reaction, we found that aqueous solvent sta
lizes charged products which are unstable in the gas ph
As result, the reaction becomes exothermic in aqueous s
tion and has the free energy of activation at the room te
perature of about 24.8 kcal/mol. This result is consistent w
available experimental data on a similar NH31CH3I reaction
in water. In addition, aqueous solvent shifts the transit
state significantly to the reactant channel and advances
reaction coordinate. Nonequilibrium dynamical solvent
fects are expected to have smaller contribution to the re
tion rate for this reaction. It is however a fundamentally im
portant aspect of reaction in solution and will be addresse
a future study. Reaction path determination discussed in
paper is a first important step in this direction.
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