
31 March 2000

Ž .Chemical Physics Letters 320 2000 186–193
www.elsevier.nlrlocatercplett

Liquid structure at metal oxide–water interface: accuracy of a
three-dimensional RISM methodology

Vladimir Shapovalov a, Thanh N. Truong a,), Andriy Kovalenko b,1, Fumio Hirata b

a Henry Eyring Center for Theoretical Chemistry, Department of Chemistry, UniÕersity of Utah, 315 S 1400 E, Rm Dock,
Salt Lake City, UT 84112, USA

b Institute for Molecular Science, Myodaiji, Okazaki 444-8585, Japan

Received 28 September 1999; in final form 22 January 2000

Abstract

Ž .We calculated the structure of water in contact with the MgO 100 surface by using the three-dimensional reference
Ž .interaction site model 3D-RISM integral equation theory. The spatial distributions of water oxygen and hydrogen over the

surface unit cell are calculated and discussed. The water density profiles and the orientations obtained are in good agreement
with computer simulations for the same model of the interface. The 3D-RISM approach shows considerable promise as a
constituent of a self-consistent description of chemical processes at a metal oxide–water interface. q 2000 Elsevier Science
B.V. All rights reserved.

1. Introduction

The chemistry at metal oxide–water interfaces is
critically important in many industrial and environ-
mental processes such as interactions at mineral ox-
ides–water interfaces governing the hydrodynamics
of species in the Earth’s subsurface. It is known that
the role of liquid water is crucial in understanding
the structure and activity of such interfaces. Conse-
quently, the ability to predict liquid structure at the
metal oxide–water interface is of great importance.

In this study, we present an investigation on the
accuracy of a three-dimensional reference interaction

Ž .site model 3D-RISM approach in predicting the
Ž .liquid structure at the MgO 100 –water interface.
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This work is motivated by the need for an accurate
theoretical model that can treat chemical reactions at

w xsolid–liquid interfaces. Several methodologies 1–3
proposed recently have shown to be promising but
do have certain drawbacks. The RISM method which
is an orientational reduction of the molecular Orn-

Ž . w xstein–Zernike OZ integral equation 4 can provide
a realistic description for molecular liquids of vari-
ous complexity. This method was pioneered by

w xChandler and Andersen 5 , and then extended by
Hirata and co-workers to polar and quadrupolar liq-

w x w xuids 6,7 and to ions in a molecular polar solvent 8
Ž .by adapting the hypernetted chain HNC closure. A

great advantage of the RISM method over other
w xintegral equation theories for molecular liquids 4 is

that it can easily handle the description of solution
comprising complex polyatomic species, such as po-
lar or nonpolar organic molecules and molecular
ions, and to take into account such chemical speci-

w xficities as hydrogen bonding 9 . In the case of a
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solid–molecular liquid interface, however, spatial
distributions of liquid are required rather than radial
correlation functions produced by the site–site RISM
approach. A detailed solvation structure in the form

Ž .of three-dimensional 3D correlation functions of
interaction sites of solvent molecules near a solute
particle of arbitrary shape is yielded by the 3D
generalization of the RISM integral equation theory,
first derived by Chandler et al. in a general form
within the density functional method for nonuniform

w xpolyatomic systems 10,11 , and recently developed
by Cortis et al. for a one-component dipolar liquid
w x12 , Beglov and Roux for water and organic

w xmolecules in water 13 , and Kovalenko and Hirata
w xfor water 14,15 , molecular ions in a polar organic

w x w xsolvent 16 , and metal–water interfaces 14,17 .
In this study, we propose to incorporate the 3D-

RISM integral equation theory to model the liquid
phase at metal oxide–liquid interfaces. Hirata and
co-workers successfully combined the RISM formal-
ism with ab initio molecular orbital methods to study
physical and chemical processes including reactions

w xin solution 9,18–22 . Kovalenko and Hirata have
coupled the 3D-RISM and Kohn–Sham DFT meth-
ods to self-consistently describe the electronic and

w xclassical structure of a metal–liquid interface 17 .
However, before we attempt to employ this com-
bined approach to study solid–liquid interfaces, it
would be of great interest to test the accuracy of the
3D-RISM formalism in modeling the liquid phase in
contact with a metal oxide surface. We consider the

Ž .MgO 100 –water interface because of the extensive
work done for this system both theoretically and
experimentally. In particular, McCarthy and co-
workers have developed an accurate ab initio-derived
molecular mechanics force field for interactions of a

Ž .water molecule with the MgO 100 surface, and have
performed combined MD–MC simulations to obtain

w xthe structure of water at the MgO surface 23 . The
latter will be used as a reference point for the
comparison.

2. Three-dimensional RISM equations for the
structure of a molecular liquid in contact with a
solid

In this work we employ the 3D-RISMrPLHNC
integral equation theory developed recently by Ko-

w xvalenko and Hirata 16,17 , and only briefly de-
scribed here. The MgO slab is regarded as a single
‘solute’ immersed in water ‘solvent’. At infinite
dilution, the 3D-RISM integral equation for the 3D
‘solute–solvent’ correlations is written as

™ ™h r sc r ) v r qrh r , 1Ž . Ž . Ž . Ž . Ž .g a ag ag

™ ™Ž . Ž .where h r and c r are the 3D total correlationg g

and direct correlation functions of solvent site g

Ž .around the solute, v r is the solvent intramolec-ag

ular correlation matrix, r is the solvent density, and
‘)’ denotes convolution in coordinate space and
summation over repeating site indices. The radial
total correlation function between sites a and g of

Ž .two molecules of pure solvent, h r , is obtainedag

from the conventional, site–site RISMrHNC inte-
w xgral equations 6–9,24 . Similarly to the site–site

RISM theory, a 3D-HNC closure to the 3D-RISM
Ž . w xEq. 1 can be constructed 10–17 . The 3D-

RISMrHNC approximation proved to yield physi-
cally reasonable results for charged as well as neutral
solutes in polar solvents, in particular in water, at

w xnormal conditions 12–16 . However, it can become
divergent in the case of molecular ions and planar
interfaces with high local charges creating deep po-
tential wells for individual interaction sites of polar

w xsolvent molecules 16,17 . This is of particular im-
portance in the present case of the MgO surface
comprising doubly charged ions Mg2q and O2y. To
eliminate this shortcoming, Kovalenko and Hirata
proposed the partial linearization of the HNC closure
Ž . w xPLHNC approximation 16,17 ,

™ ™°exp p r for p r F0 ,Ž . Ž .Ž .g g
™ ~g r s 2aŽ . Ž .g

™ ™¢1qp r for p r )0 ,Ž . Ž .g g

™ ™ ™ ™p r syb u r qh r yc r , 2bŽ . Ž . Ž . Ž . Ž .g g g g

™ ™Ž . Ž .where g r sh r q1 is the 3D distribution func-g g
™Ž .tion of solvent site g around the solute, u r is theg

3D solute–solvent potential at solvent site g in the
field of the entire solute, which is a sum of the
pairwise potentials between solvent site g and solute
ions constituting the MgO slab, and bs1rkT. The
distribution function g and its first derivative areg

continuous at the joint point p s0 by construction.g

In fact, it combines the exponential, HNC closure for
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™Ž .the regions of density profile depletion, h r -0,g

Ž .and a type of the linear, Percus–Yevick PY ap-
™Ž .proximation for the regions of enrichment, h r )0.g

Notice that unlike the true PY closure, the PLHNC
approximation linearizes the entire exponent,

Ž .exp yb uqhyc for h)0, including the potential
Ž .term, yb u. The PLHNC approximation 6 provides

proper account of the long-range asymptotics of the
direct correlation functions similarly to the original
HNC closure, but prevents the exponential rise of the
distribution function in the regions of a large poten-
tial bringing about the divergence. Besides ensuring
convergence, under normal conditions this partial
linearization results in some reduction and slight
widening of high peaks at the distribution functions.
The latter inhibits a noticeable change of the coordi-

w xnation numbers of the solvation shells 17 .

3. Model and computational details

The system is modeled by a unit cell of size
˚2.97=2.97=30.0 A containing a slab of five MgO

layers. With the periodic boundary conditions ap-
plied in three dimensions, it produces infinite slabs

˚of MgO separated by layers of water ;21.5 A
˚thick. We used the lattice constant as4.205 A and

the atomic pair potentials published by McCarthy et
w xal. 23 to allow for direct comparison with their

simulation results. The pairwise interactions between
the MgO slab ions and the water interaction sites are
represented by the Huggins–Mayer potential with

w xthe parameters taken from Ref. 23 . The electrostatic
Ž .part of the periodic potential 5 between the whole

MgO slab and the water sites is synthesized on the
supercell grid by using the Ewald summation method
w x25 . The other terms of the Huggins–Mayer poten-
tial as well as the short-range part of the Ewald sum
are summed in direct space over the central and
nearest adjacent unit cells. The interaction between
water sites is described with the sum of the Coulomb

Ž .and Lennard-Jones LJ potentials, and the LJ param-
eters for unlike water sites are determined by the
standard mixing rules. We employed the simple point

Ž . w xcharge SPC water model 26 . The only modifica-
˚tion is that a LJ size of s s1 A is introduced forH

the hydrogen sites. This does not affect the entire
potential between a pair of water molecules since the

hydrogens are situated well inside the oxygen core,
however allows one to improve the description of

w xhydrogen bonds by the RISM theory 22,27 .
The 3D-RISMrPLHNC integral equations for the

solute–solvent correlations are solved on a 3D grid
of 16=16=128 points which gives the resolution

˚ ˚of 0.19 A along the MgO surface, and 0.23 A in the
direction perpendicular to it. The convolution in Eq.
Ž .1 is handled by using the 3D fast Fourier transform
w x28 . The site-site RISMrHNC integral equations for
the correlations of pure water are solved on a radial
non-linear grid of 512 points by using the standard
technique of the nonlinear 1D fast Fourier transform
w x29,30 . In solving both the site–site RISM and
3D-RISM equations, we do not need the renormal-

w xization technique 14–17 . We also avoid the so-
called ‘cooling’ and ‘charging’ procedures of gradu-
ally decreasing the temperature and increasing the

w xmolecular charges 6–8,12,13 . Due to the choice of
the trial functions, the solution process starts at once
from a given temperature and the full charges of the
interaction sites, which greatly reduces the computa-

w xtion time 14–17 .
To converge the 3D-RISM equations for the

MgO–water correlations as well as the conventional
RISM equations for bulk water, we employed the
modified direct inversion in the iterative subspace
Ž .MDIIS method elaborated in the context of liquid

w xstructure calculations by Kovalenko et al. 15,16
which is based on the DIIS method proposed origi-

w xnally by Pulay 31–33 for ab initio molecular orbital
w xcalculations. Maw et al. 22 used the DIIS procedure

for the first time to solve the site–site RISM integral
equations for water correlations. The main MDIIS
improvement to the original DIIS consists in updat-
ing the DIIS subspace at every iterational step by
using the approximated minimal residual scaled by a
factor, rather than simply by performing damped

w xiterations. Recently, Kawata et al. 34 have pro-
posed to update the DIIS basis by the modified

Ž .Broyden MB multidimensional secant method, and
applied this combined DIIS-MB scheme to solve the
3D-RISM integral equations for nonpolar and polar
diatomic N -like molecules. The MB update consid-2

erably improves the DIIS-MB convergence rate as
compared to the original DIIS method with the itera-
tional update. However, we do not expect that in
general the MB update could offer an essential ad-
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vantage over the MDIIS procedure. As was pointed
w xout by Hamilton and Pulay 33 , the DIIS technique

is very close to conjugate-gradient type methods.
Therefore, the successive DIIS minimization by itself
improves and optimizes the MDIIS update. More
discussion on this point as well as details of the

w xMDIIS procedure can be found in Refs. 15,16 . The
MDIIS method provides great acceleration of con-
vergence as compared to Picard-type iterations, which
is especially important and constitutes a challenging
task in the case of 3D integral equations. We ob-
tained the 3D site water–surface distributions within
root mean square accuracy of 4=10y5 in ;70
MDIIS iterations with the MDIIS subspace of 10
vectors. For 215 grid-points, the calculation needs 11
Mbytes of memory and takes -5 min on a RISC
6000 workstation. This is significantly less than that
would be required for MDrMC simulation.

4. Results and discussion

From the simulations for 128 water molecules,
w xMcCarthy et al. 23 pointed out two particular fea-

tures of water density distribution functions above
the MgO surface that are distinctively different from
those of the bulk water. One is a tightly bound water
monolayer with approximately one water per surface
magnesium, and a rather large void between the first

and second peaks of the water density profile. This
indicates the water molecules in the first layer are
more ordered, and exchange with the water bulk is
less frequent. The other is that water molecules in
the first layer have two preferred orientations: one
with both hydrogens tilted toward the surface, and
the other with one hydrogen directed outward and
one hydrogen almost parallel to the surface. A less
packed second layer exhibits a much broader angular
distribution, and the further layers of water are
scarcely affected by the surface.

To compare our results with those of McCarthy et
w xal. 23 , we integrated the 3D site distribution func-

tions of water along the MgO surface plane. Fig. 1a
draws a comparison between the water oxygen den-
sity profile following from the 3D-RISMrPLHNC
integral equation theory and the simulation. The
theory yields a high and rather narrow first peak and
then a rather wide void, much as those obtained in
the simulation. The hydrogen site distribution func-
tion integrated over the unit cell area is plotted in
Fig. 1b in comparison with that of water oxygen.
Similar to McCarthy et al., we observe splitting of
the first peak, with higher probability to find hydro-
gen atoms pointing towards the surface. The first two
peaks of the water oxygen profile yielded by the
3D-RISM theory are situated slightly farther from
the surface than those from the simulation. The
difference could be attributed to the small number of

Ž .Fig. 1. Transverse average of the water site distributions as a function of the z-coordinate along the normal to the MgO slab surface. a
Ž . w x Ž . Ž .3D-RISMrPLHNC oxygen site distribution solid line vs. the oxygen site profile from the simulation 17 dotted line . b Oxygen and

Ž .hydrogen site distributions following from the 3D-RISMrPLHNC theory solid and dashed line, respectively .
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Ž .water molecules 4 layers used in modeling the
liquid water above the MgO surface and the small
time scale in the combined MCrMD simulations
w x Ž .23 16 ps. for equilibration and 12 ps. for sampling .

w xAs mentioned by the authors in Ref. 23 , this is also
the reason for a rather unphysical third peak in their
result. It should be noted that these differences in the
first two peaks could also be an artifact related to the
well-documented inconsistency in the RISMrHNC

w xtheory 35,36 . It manifests in the fact that the corre-
lation between the oxygen and hydrogen site profiles
due to the steric constraints is imperfect, especially
for the strongly attractive surface–water site poten-

tial under study. Therefore, the maxima of the 3D
distribution of water oxygens are somewhat more
distant from those of water hydrogens, and hence
from the surface, than it follows from the length of
the intramolecular OH bond. Despite these differ-
ences, the agreement between the two methods on

˚the water density up to 6 A above the MgO surface
is quite good. The number of the water molecules in
the first hydration shell, calculated by integration of

Ž .the oxygen distribution function g z over its firstO

peak, was N s4.5 for the 3D-RISM and N s4.1O O

for the simulation results, which constitutes a differ-
ence of -10%.

Ž .Fig. 2. Three-dimensional distribution functions of oxygen and hydrogen sites left- and right-hand panel, respectively in the plane
˚Ž . Ž . Ž .perpendicular to the MgO slab surface and passing through Mg located at x, y, z s 1.49, 1.49, 0 A, and O situated at 0, 0, 0 and

˚Ž .2.97, 2.97, 0 A. Result of the 3D-RISMrPLHNC theory.
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The contour plots of the oxygen and hydrogen site
distribution functions in the plane passing through
the surface Mg and O atoms in perpendicular to the
MgO surface are shown in Fig. 2. These plots show
the localization of the oxygen and hydrogen sites
similar to that described by McCarthy et al. Oxygen
sites of water molecules in the first hydration layer

Žare strongly localized over surface Mg sites the
˚ .peak of height g s30.1 at zs2.59 A . There areO

two peaks of hydrogen sites corresponding to such
adsorbed water molecules: one is also situated over
Mg and shifted outwards from the water oxygen
peak by the distance of about the OH bond length,
and the other is located closer to the surface at the

˚distance zs2.36 A over surface O sites. The former
maximum of height g s4.7 corresponds to theH

localized water molecules with one hydrogen di-
rected away from the surface nearly perpendicular to
it and the other slightly tilted toward the surface. The
dipole moment of such water molecules is tilted at
an angle of ;608. The hydrogens tilted toward the
surface contribute to the latter maximum of the water
hydrogen profile over the surface O. However, this
latter maximum is formed to a large extent by water
molecules tilted with both hydrogens toward the
surface and the dipole moment at an angle of ;188

with the normal. Its height, g s21.9, is substan-H

tially bigger than that of the hydrogen peak over the
surface Mg, g s4.7. As a result, the split first peakH

of the transverse-averaged hydrogen profile in Fig.
Ž .1b has the left-hand wing the closest to the surface

higher than the right-hand one. The above tilts of the
dipole moments of water molecules in the first hy-
dration layer perfectly agree with the two peaks of
the orientational distributions obtained in the simula-
tion of McCarthy et al.

To demonstrate the in-plane orientations of water
molecules, we present also the water oxygen and
hydrogen distribution function in the first hydration
layer. Fig. 3 shows the water site profiles in the

˚xy-plane at 2.5 A above the MgO surface, passing
through the maximum of the 3D distribution of water
oxygens and quite close to the higher maximum of
water hydrogens. Evident are the oxygen enrichment
region above the Mg atom in the center of the cell, at

˚Ž . Ž .coordinates x, y s 1.49, 1.49 A , and the strong
depletion of water oxygen above the surface oxygen
atom in the corners of the cell. Notice that the
oxygen maxima are connected with small spikes at
the bridge adsorption positions between the surface
oxygens. The distribution of water hydrogens is ex-
actly opposite: the high maximum over the surface O

˚ ŽFig. 3. Three-dimensional distributions of oxygen and hydrogen sites in the plane zs2.5 A over the MgO surface left- and right-hand
.panel, respectively .
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and the strong depletion over Mg. Hence, those
hydrogens of water molecules adsorbed in the first
hydration layer that are tilted towards the surface are
all directed to the surface oxygen atoms.

The ordering in the second hydration layer is
essentially weaker, as is evident from Fig. 2. The
most striking structural feature is that the maximum
of the water oxygen distribution is now located over
the surface oxygen. The distance from the surface is

˚about zs5 A, which is just a little more than that of
the first hydration layer maximum of water hydro-
gens over Mg. We can conclude that driven by the
highly ordered first hydration layer, water molecules
in the second layer tend to follow the close packing
of a FCC structure. The second layer maximum of
the hydrogen site profile is situated just over the
oxygen one at a separation a little smaller than the
OH bond length, and is wider and lower. It is due to
the water molecules with the dipole moment directed
predominantly outward from the surface or some-
what tilted to the normal. Again, this is in agreement
with the results of the simulation of McCarthy et al.

5. Conclusions

We have presented an examination on the accu-
racy of the 3D-RISM integral equation theory in
modeling liquid structure above a mineral oxide
surface. In comparison to the water structure above

Ž .the MgO 100 surface, obtained in computer simula-
tions by McCarthy et al., we conclude that the
3D-RISM theory provides a cost-effective methodol-
ogy for modeling liquid structure at a metal oxides–
water interface, and can be incorporated in a self-
consistent description of chemical processes at the
interface. Work is now underway in investigating the
origin of the void between the first and second layers
of water at the interface as well as improvements on
the 3D-RISM approach.
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