Quantum modelling of reactions in solution: an overview of the dielectric continuum methodology
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In this review, we report on the status and perspectives for theoretical modelling of solvent effects on reactions in solution using quantum-mechanical methods coupled with the dielectric continuum solvation methodology. The simplicity of the dielectric continuum approach allows inclusion of solvent effects directly into the solute Hamiltonian. Thus, it provides a practical tool for optimizing transition state structures and following reaction paths of reactions in solution in a rather routine manner as for gas-phase systems. Several different types of reaction are examined in more details to illustrate the advantages and disadvantages, accuracy and applicability of the continuum models employed.

1. Introduction

Since the beginning of this decade, there have been significant efforts devoted towards the development of methodology in quantum chemistry for understanding solvent effects. Considerable progress has been achieved although many challenges still remain. In this review, I shall particularly focus on developments of the dielectric continuum approach. Several excellent reviews have been published recently in this subject with attention given to the accuracy of different continuum models in calculating the free energy of solvation, equilibrium and spectroscopic properties of molecules in solution [1–3]. The present paper offers a different view and focuses on an area that has not been emphasized in previous reviews. Specifically, the emphasis of this review is not on the theoretical models but on interesting and important chemical properties, namely solvent effects on the transition states and free-energy profiles of reactions in solution while asking several questions as follows. Is the dielectric continuum approach an appropriate methodology? What are its advantages and disadvantages compared with other existing methodologies? Is the dielectric continuum methodology at the stage where an accurate transition state and free-energy profile can be calculated as routinely as for the gas-phase systems?

Transition states and free-energy profiles are important for elucidating mechanisms of reactions in solution and are the starting point for addressing their dynamics. Despite their importance, modelling these properties for reactions in solution has been a challenge in quantum chemistry. The challenge arises from the two requirements that adequate theoretical models must have an accurate description of both the variation in the electronic structure of the system as it proceeds from the reactants to products and the solvent–solute interactions. The first requirement demands accurate correlated level of ab initio molecular orbital (MO) or non-local density functional theory (DFT). For solvent–solute interactions, several reasonably accurate models exist in the literature. Generally these models can be classified into two groups: one treats the solvent explicitly, and the other implicitly. I provide here a brief overview of different models and proceed directly to a discussion of how they are employed in studying reaction mechanisms.
2. Solvation models

Within the explicit treatment approach, there are two general methodologies. The supermolecule model [4] treats a small number of first-solvation-shell solvent molecules explicitly at the same quantum-mechanical (QM) level as the solute. This model offers a straightforward and accurate way to account for the localized portion of the solvent–solute interactions. In applications, it is the method of choice for studying bifunctional properties of polar solvents and microsolvation. For instance, in water-assisted tautomerization or proton transfer processes, solvent waters can directly participate in the chemical reaction [5, 6]. Such waters much be treated quantum-mechanically. In microsolvation, studying hydrated clusters often provides essential microscopic features of solvent effects on chemical reactions [7–10]. A major drawback is that this model cannot include the long-range electrostatic interactions with the bulk solvent. With recent advances in computer technology, quantum simulations of equilibrium properties of condensed-phase systems with inclusion of long-range solvent–solute interactions is now possible with the use of the Car–Parrinello approach [11–13]. However, such calculations are still computationally expensive. A common methodology is to construct an approximate solvent–solute interaction potential for use in simulations of condensed-phase properties. The simplest form of such a potential is the use of classical molecular mechanics (MM) force fields [14]. With increasing complexity and accuracy, the empirical valence bond method [15], the combined QM–MM method [16–19] and the effective fragment method [20] allow for a small but important part of the system such as solutes to be treated quantum-mechanically while the remaining is represented classically. Finally, the frozen (or embedded) DFT [21, 22] treats solvent molecules as frozen density objects. This is perhaps the closest approximation to the full QM treatment. Long-range interactions with the bulk solvent can be included by using the periodic boundary condition with a sufficiently large unit cell. For thermodynamic condensed-phase properties, large molecular dynamics (MD) or Monte Carlo (MC) simulations can be carried out to sample over both solute and solvent configuration space. Alternatively, a less computationally demanding integral equation approach such as the extended reference interaction site method (RISM) [23, 24] can be used.

There are several methodologies for implicit treatment of the solvent, such as Langevin dipole and dielectric continuum models. Among these existing solvent models, the dielectric continuum approach offers the simplest and yet reasonably accurate methodology. We shall limit our discussion of the implicit treatment of solvent to the dielectric continuum approach while referring readers elsewhere [25] for a detailed discussion of other models. In the dielectric continuum approach, the solvated system is modelled as the solute (if necessary, with inclusion of several first-solvation-shell solvent molecules) inside a cavity surrounded by a dielectric continuum medium represented by the dielectric constant $\epsilon$. Most efforts in calculating solvent–solute interactions so far have been focused on the electrostatic nature which is the major contribution in polar solvents. More attention is now turning toward the non-electrostatic terms such as dispersion, repulsion and cavitation since they are becoming more important as the solvent polarity decreases. For electrostatic interactions, several methodologies exist such as the multipole expansion, image charge, apparent surface charge approaches or the finite-difference Poisson–Boltzmann method (see the review by Tomasi and Persico [2] for more details). Earlier solvation models require the cavity to have spherical or ellipsoidal shape while more recent ones can treat arbitrary shape cavities. It has been known that models based on
molecular-shape cavities can lead to more accurate descriptions of the solvent–solute interactions. Several such models exist and have shown some promise for studying reactions in solution due to the availability of analytical free-energy derivatives. They are the polarizable continuum model (PCM) [2, 26–29], the reaction field factors formalism [30, 31], which is based on the Kirkwood multipole expansion model [32], the Poisson–Boltzmann method [33, 34], the conductor-like screening model (COSMO) method [35] implemented at the DFT [36] or ab initio MO theory [37] and its generalization, the generalized conductor-like screening model (GCOSMO) [38, 39]. Several reviews [1–3] have provided excellent discussions and analyses of these methodologies.

3. Challenges in modelling transition states and reaction profiles in solution

For reaction in the gas phase, there is a simple and straightforward procedure for calculating the transition-state structure and reaction path. First, one searches for the transition state which is a local saddle point on the potential energy surface. One then performs a normal mode analysis to verify whether it is the correct transition state by having only one imaginary frequency whose eigenvector corresponds to the direction of the reaction. Subsequently, one can determine the minimum-energy path by following the steepest-descent path that connects the transition state to the reactants and products to provide additional information on structural variations along the reaction coordinate and the shape of the potential curve. To elucidate the reaction mechanism, it is often sufficient to have only structural, energy and frequency information at the stationary points, that is reactants, transition state and products.

In solution, there is no such straightforward recipe. The procedure depends on how one models the solvent. For the explicit solvent treatment, the large number of solvent degrees of freedom prevents one from uniquely defining the transition state, the minimum-energy path (MEP) and thus the reaction coordinate. This is perhaps the greatest challenge for the explicit solvent methodology. Consequently, this approach mostly relies on the gas phase or a simple user-defined reaction coordinate. Hence, participation of solvent motions in the reaction coordinate is ignored. Such practice works reasonably well for many simple reactions. For complex reactions where competing reaction paths exist and where solvent effects drastically change the topology of the free-energy surface, one is required to examine all possible free-energy pathways but this would be too costly. Since the transition state is not well defined within this approach, to elucidate the reaction mechanism one is required to determine the whole potential of mean force along the reaction coordinate using a standard statistical mechanics technique such as the thermodynamic integration or free-energy perturbation method. However, such calculations require a large number of free-energy simulations, typically around 30–60 runs. This is not only a tedious task but also quite time consuming and computationally expensive. The extended RISM provides a more efficient tool to obtain the free-energy profiles by solving for radial distribution functions [40]. However, it relinquishes most of the detailed microscopic structural information.

The dielectric continuum approach, however, does not have the above difficulties since solvent effects are effectively included in the solute Hamiltonian and do not increase the dimensionality of the system. The ‘effective’ transition state and minimum free-energy path (MFEP) can be uniquely defined similar to those of the gas-phase system. Furthermore, availability of analytical free-energy derivatives greatly
enhances the ability to explore the free-energy surface and to characterize stationary points. These advantages, of course, do not come without a cost. This approach forfeits detailed solvent structure for computational simplicity. Furthermore, the uncertainty in specification of the location of the boundary between atomistic and continuum descriptions of the system reduces the confidence level on the accuracy of the calculated results. It is also worth noting that, since a solvent is treated as a uniform dielectric medium, this approach does not include specific hydrogen bond effects. In principle, one can account for these effects by including several important first-solvation-shell solvent molecules in the cavity. However, in this case statistical averaging over all explicit solvent degrees of freedom is required in order to calculate thermodynamic quantities.

Finally, it is possible to combine the advantages of both explicit and implicit solvent approaches. Lim and Jorgensen [41] recently proposed such a combined approach where dielectric continuum models are used to determine transition-state structures in solution, and then MC free-energy perturbation simulations are employed to provide accurate changes in the activation energy upon transferring to different solvents and detailed solvent structural information.

4. Progress in applications

The dielectric continuum methodology has been employed in theoretical studies of solvent effects on mechanisms of various reactions, such as $S_{n}2$ charge transfer [42–53], proton transfer [10, 54–58], cycloaddition [41, 59–74], nuclear addition [6, 75–80], Diels–Alder [81–88], rearrangement [89–96] and isomerization [92, 97–102] reactions. From a theoretical point of view, these studies share two general features. First, most of them have employed the self-consistent reaction field (SCRF) model [103] using a simple (spherical or ellipsoidal) cavity. Second, many involved only geometry optimizations of stationary points. Free-energy profiles were not calculated. Several studies have estimated the MFEP either from the reduced two-dimensional (2D) free-energy surfaces, or by adding solvation free energies to the potential energy along the gas-phase MEP or along a user-defined reaction coordinate. Below I provide an overview on the progress on applications of the dielectric continuum approach to elucidate reaction mechanisms. However, I shall limit the discussion to several particular types of reaction that have attracted numerous theoretical studies owing to their interesting and significant solvent effects, namely the $S_{n}2$ charge-transfer, the polar cycloaddition, the Diels–Alder and the Claisen rearrangement reactions.

4.1. $S_{n}2$ charge-transfer reactions

There are two types of $S_{n}2$ reaction. Type I reactions are charge-transfer processes, such as the symmetric charge-transfer $\text{Cl}^- + \text{CH}_3\text{Cl}$ reaction while type II reactions are charge separation processes such as the Menshutkin $\text{NH}_2 + \text{CH}_3\text{Cl} \rightarrow \text{H}_2\text{NCH}_2^+ + \text{Cl}^-$ reaction. Type I $S_{n}2$ reactions have been widely studied both theoretically and experimentally owing to their important role in physical organic chemistry and to their large solvent effects [104–108]. For instance, for the $\text{Cl}^- + \text{CH}_3\text{Cl}$ reaction, aqueous solvent effects significantly decrease the reaction rate by 20 orders of magnitude owing to charge delocalization which leads to a decrease in the free energy of solvation at the transition state relative to the separated products. Although the reaction profile of the $S_{n}2$ reaction has a double-well form in the gas phase [109], it is believed to be unimodal in an aqueous environment [110]. Such important differences in the reaction profiles in
the vacuo and in solution were reproduced first by MC simulations [111], and then by MD simulations using different solvent–solute interaction models [112–115], and extended RISM integral equation [40] calculations with equal success. *Ab initio* studies [7, 8, 116] on hydrated clusters provided only qualitative features of the solvent effects. The accuracy of different dielectric continuum models in calculations of the reaction profile for this reaction was first examined by Alemán et al. [46]. These workers pointed out the advantages of the PCM model. Similar results were also obtained with more recent generalized Born [47, 48, 51] and GCOSMO [52] models. It is important to point out that, in previous GCOSMO calculations, the calculated gas-phase barrier is in excellent agreement with experimental derived data; however, the calculated free energy of activation for the reaction in water is underestimated by 7 kcal mol⁻¹ compared with the experimental data of about 26 kcal mol⁻¹. This error was attributed to the uncertainty in the cavity size. As discussed in more detail below, it is actually due to omitting the contribution from the solute internal degrees of freedom.

The type II S₈,S reactions differ from the type I S₈,2 charge-transfer reactions, such as Cl⁻ + CH₃Cl → ClCH₂ + Cl⁻, in several aspects. First, the rate of the Menshutkin reaction has been found to increase dramatically with increasing solvent polarity instead of decreasing as in type I S₈,2 reactions. Thus, polar solvents favour the charge separation process and stabilize the transition state. Second, the Cl⁻ + CH₃Cl → CICH₃ + Cl⁻ reaction is symmetric; thus one expects very little solvent effect on the transition-state structure. In contrast, the Menshutkin reaction such as the NH₃ + CH₃Cl → H₂NCH₂ + Cl⁻ reaction is an asymmetric charge separation process with an endothermicity of 110 kcal mol⁻¹ in the gas phase but it is exothermic by about 34 ± 10 kcal mol⁻¹ in aqueous solution owing to the stabilization of the H₂NCH₂ and Cl⁻ ions by the solvent [117]. According to the Hammond postulate [118], solvent effects would shift the transition state towards the reactant channel; thus the solvent has a direct participation in the reaction coordinate. This role of the solvent challenges the validity of the static equilibrium solvation treatment which assumes the solvent to be in equilibrium with the chemical system at each point along the gas-phase reaction coordinate. For this reason, this reaction provides a much more challenging test to any solvation theory attempting to model solvent effects on transition state structure and reaction profile. Gao and Xia [117] have performed elaborate MC simulations using an AM1–MM potential to map out a 2D free-energy surface for this reaction. The transition-state structure and the MFEP were then estimated from this 2D surface. Although these workers used a rather approximate AM1 Hamiltonian for the solute, their QM–MM description of solvent–solute interactions was quite accurate and the AM1 barrier height happened to agree well with the free energy of activation for the gas-phase reaction. They found a significant shift of the transition state towards the reactant channel and the free energy of activation to be 26.3 kcal mol⁻¹ [117]. PCM dielectric continuum calculations done by Solà et al. [119] for the NH₃ + CH₃Br reaction in water yielded an activation energy of only 8.3 kcal mol⁻¹. This value appears to be too low. This is mainly due to not including the contribution from the solute internal motions as discussed below. For the NH₃ + CH₃Cl reaction, this contribution increases the free energy of activation by 13.1 kcal mol⁻¹. Using the reaction field factor continuum model, Dillet et al. [49] were able to optimize fully the transition state in solution and provided more detailed discussion on solvent effects on the transition-state structure. Full determination of the MFEP was done more recently with the use of the GCOSMO model [53]. Results from both models show excellent agreement with those from MC simulations. The agreement between results from
GCOSMO and reaction field factor calculations and AM1–MM simulations leads to an important conclusion that the electrostatic solvent–solute interaction makes the major contribution to the transition-state stabilization in type \( \text{II}_{2} \) reactions and not the specific hydrogen bond interaction (as inferred by Gao and Xia).

4.2. Cycloaddition reactions

[2 + 2] cycloaddition reactions are useful synthetic routes to formation of four-membered rings. From the Woodward–Hoffmann rules, the [2 + 2] reactions are thermally allowed via a supra-antara transition state. These reactions are often classified into two classes, namely non-polar or polar cycloadditions, having rather different mechanisms. Stereocochemical and kinetic data indicate that non-polar cycloadditions proceed via a two-step biradical mechanism with rather a large activation energy. On the contrary, polar cycloadditions in solution have much lower activation energies and were suggested to have a two-step mechanism with a zwitterionic intermediate [120, 121]. Dielectric continuum models have been used to investigate roles of solvents on the mechanisms of various polar cycloaddition reactions [41, 59–74]. Generally, polar solvents were found to stabilize the zwitterionic intermediate and consequently to alter the mechanism from a concerted process in the gas phase to a stepwise process in solution via a stable zwitterionic intermediate. This is qualitatively in accord with experimental observations. However, the magnitude of solvent effects on the free energy of activation was rather overestimated in a recent detailed analysis by Lim and Jørgensen [41] in comparisons with experimental data. For instance, the SCRF model and the PCM based on isodensity surface cavity calculations predict that the solvent effects lower the activation energy of the cycloaddition of 1,1-dicyanoethylene and methyl vinyl ether by 10–13 kcal mol\(^{-1}\) on going from \( \text{CCl}_4 \) to \( \text{CH}_3\text{CN} \) while the observed value is about 5 kcal mol\(^{-1}\). Lim and Jørgensen have also performed elaborate MC simulations using the free-energy perturbation theory with an accurate force field that includes solute polarization effects and found much larger solvent effects of 18–20 kcal mol\(^{-1}\) on the activation energy. However, in our study [122] of the [2 + 2] cycloaddition of ketene and imine, the GCOSMO model predicts that the solvent lowers the activation energy by 4.5 kcal mol\(^{-1}\) on going from vacuum to water (\( \varepsilon = 78.4 \)) while previous SCRF calculations [59, 60, 70] yield a value of 8.2 kcal mol\(^{-1}\) going from vacuum to \( \text{CH}_3\text{CN} \) (\( \varepsilon = 37.5 \)). GCOSMO results, however, for different reactants fall within the range of experimental findings, thus supporting the use of a more accurate cavity representation.

4.3. Diels–Alder reactions

Solvent effects on Diels–Alder reactions have become an important topic for theoretical investigations owing to the observed significant rate enhancement with the use of aqueous solvent [123]. Furthermore, the endo–exo and diastereofacial selectivities were found to correlate well with solvent polarities, indicating that electrostatic solvent effects are important [82]. On the other hand, para–meta regioselectivities, diastereofacial selectivities and rate variation correlate well with hydrogen bond donor ability of the solvent [82].

Previous results from MC simulations [124] indicated that the rate acceleration in water results mainly from hydrophobic and hydrogen bonding effects. Thus, in order to model correctly the solvent effects in Diels–Alder reactions, solvation models must include not only electrostatic but also solvophobic and hydrogen bond effect contributions. QM studies to date provide only qualitative trends. In fact, SCRF
calculations [81–83, 85, 86] show that electrostatic solvent effects slightly increase the activation barriers, that is in the opposite direction from experimental observation. Despite this fact, this simple continuum model was able to reproduce experimental trends on the endo–exo, para–meta and diastereofacial selectivities as functions of solvent polarity. These studies [81–83, 85, 86] also showed large effects on the geometry of the transition state and on the reaction path due to solvent polarization. In particular, an aqueous solvent promotes asynchronicity in the reaction coordinate, thus supporting the need for inclusion of solvent effects in the determination of the reaction path. Using the semiempirical generalized Born AM1–SM2 solvation model, the correct experimental trend was obtained; however, the calculated rate acceleration factor is smaller than results from MC simulations [125]. Since the SM2 solvation model [126] includes hydrophobic and specific hydrogen bonding effects, one can expect that it performs better than the SCRF model on the rate enhancement factor.

Supermolecule calculations [83] have also been carried out for a series of Diels–Alder reactions and found that they can account for the influence of hydrogen bond effects on endo–exo selectivities and activation energy experimentally observed. However, results on the para–meta regioselectivities for hydrated clusters are almost the same as for isolated molecules. This is not consistent with the experimental observation that, for strong hydrogen bonding donor solvents, such as fluorinated alcohols, the para-to-meta ratios significantly increase. However, such increases were not observed for reactions in water–alcohol mixtures. The supermolecule results were attributed to the inability of water to model strong hydrogen bond effects in fluorinated alcohols.

4.4. Claisen rearrangement reactions

The Claisen rearrangement, that is the thermally induced 3,3-sigmatropic shift of allyl vinyl ethers to $\gamma,\delta$-unsaturated carbonyl compounds, has received much attention both experimentally and theoretically [127]. This is an important reaction in synthetic organic chemistry and has been used as a prototype in modelling the mechanism of the biosynthesis of phenylalanine. Similar to the Diels–Alder reactions, the Claisen rearrangement was found experimentally to have a significant rate acceleration going from non-polar to polar solvents, and in particular a 214-fold increase from cyclohexane to aqueous solution, corresponding to a 3.2 kcal mol$^{-1}$ decrease in the activation energy. This may first suggest that solvent polarization is responsible for such rate enhancement. However, the observed sevenfold increase in the rate in water relative to that in 2,2,2-trifluoroethanol (TFE) solvent does not support the importance of solvent dielectric effects since both water and TFE solvents have similar dielectric constants [127]. These later results suggest that specific hydrogen bonding effects are the major factor since TFE is a better hydrogen bond donor than water. This, however, contradicts the observed lack of a correlation between the rate effects with the acid dissociation constants of solvents [128]. For example, aqueous ethanol promotes the reaction to the same extent as phenol while the rate in octanoic acid is a factor of 2.8 times slower than in $p$-chlorophenol. Thus, specific hydrogen bond effects alone cannot explain the overall solvent effects in this reaction. This leads to the suggestion that hydrophobic effects also play a non-negligible role. Furthermore, the secondary deuterium kinetic isotope effects were found to be unaffected by the solvent polarity, indicating a little change on the transition-state structure for the reaction going from non-polar solvent to aqueous solution [127].
Theoretical studies [93–95, 129–132] to date are not conclusive on what components of the solvent–solute interactions govern the observed rate acceleration. Early MC simulations by Severance and Jorgensen [131] using an MM force field led to the conclusion that the increase in the hydrogen bonding at the transition state relative to the reactant is responsible for the calculated decrease in activation energy of 3.85 kcal mol\(^{-1}\) for the reaction in water compared with the gas phase. Including solute polarization in an AM1–MM potential for MC simulations, Sehgal et al. [130] concluded that a charge increase on the oxygen atom is the main factor in the rate acceleration corresponding to a decrease in the activation energy of 3.5 kcal mol\(^{-1}\) at 25 °C. SCRF calculations [93], which account only for the electrostatic component of the solvent–solute interaction, predict either a lowering of only 1.2 kcal mol\(^{-1}\), or an increase of 1.1 kcal mol\(^{-1}\) in the activation energy depending on the method of including correlation effects, DFT or MP2 respectively. Using the SCRF, PCM and supermolecule models at different levels of theory, Davidson et al. [94, 95] found that the PCM, which includes dispersion, repulsion and cavitation contributions, yields a barrier lowering in water of 2.8 kcal mol\(^{-1}\). The SCRF model yields a value of 0.7 kcal mol\(^{-1}\), and the supermolecule approach with two explicit water molecules yields 5.2 kcal mol\(^{-1}\). The latest non-local B3LYP DFT calculations [129] using the discrete-continuum approach, which models the system as the solute and two explicit solvent water molecules near the solute oxygen atom in a molecule-shaped cavity immersed in a dielectric medium, predict a decrease in the activation energy of 6.3 kcal mol\(^{-1}\). Results from this model suggested that charge transfer to the first-solvation-shell solvent is an important factor for the rate acceleration. With the AM1–SM2 generalized Born continuum model, Storer et al. [132] concluded that electrostatic polarization and first-hydration-shell hydrophobic effects are the main factors accounting for the decrease of 4.3 kcal mol\(^{-1}\) in the activation energy. The results also indicated that hydrophobic packing effects are unimportant.

From the latest study by Guest et al. [129], solvent polarization described by the SCRF model and PCM were found to have large effects on the transition-state structure, that is both predict increased bond breaking and reduced bond formation upon hydration (increases in the bond distance of both the breaking and the forming bonds). Supermolecule calculations predict even larger effects. Finally, none of the solvation models predicts changes in the kinetic isotope effects upon going from non-polar to polar solvent in agreement with experimental observations.

5. Recent developments

Recently, a new methodology for calculating the MFEP using the dielectric continuum approach has been proposed [53]. This methodology provides a routine procedure for quantitative \textit{ab initio} calculations of free energies of activation of reactions in solution. An overview of this general methodology is given below. This methodology can be used with any dielectric continuum model which has analytical free-energy derivatives. Two well studied examples are presented to illustrate the usage of this methodology. Since these illustrative examples use the GCOSMO model, the description of this model is also given.

5.1. General methodology

Let us consider an A \(\rightarrow\) B reaction. The standard free energies of reaction in the gas phase and in solution are denoted as \(\Delta G^a\) and \(\Delta G^s\) respectively. Associated with the
reactant A and product B are free energies of solvation denoted as $\Delta G_{\text{solv}}^0$. From the thermodynamic cycle given by

\[
\begin{array}{c}
A (g) \xrightarrow{\Delta G_{\text{solv}}^0 (A)} B (g) \\
\downarrow \quad \downarrow \\
A (s) \xrightarrow{\Delta G_{\text{solv}}^0 (A \rightarrow B)} B (s)
\end{array}
\]

the standard free energy of the reaction in solution can be written as

\[
\Delta G_n^0 = \Delta G_e^0 + [\Delta G_{\text{solv}}^0 (B) - \Delta G_{\text{solv}}^0 (A)], \quad (1)
\]

where the gas-phase free energy is given by

\[
\Delta G_e^0 = \Delta E - RT \ln \left( \frac{Q^0}{Q^\Lambda} \right). \quad (2)
\]

Here $\Delta E$ is the reaction energy; $R$ is the Boltzmann constant; $T$ is the temperature; $Q^\Lambda$ and $Q^0$ are the total partition functions evaluated with the zero of energy set at the bottom of each respective potential well.

This expression can be generalized for the free-energy profile of reaction in solution. In particular, the standard free energy at a point $R(s)$ along the reaction coordinate $s$ relative to that of the reactant $A$ is expressed as

\[
\Delta G_n^0(s) = \Delta G_n^0(A \rightarrow R(s)) = V_{\text{MEP}}(s) - RT \ln \left( \frac{Q(R(s))}{Q^\Lambda} \right) + \Delta G_{\text{solv}}^0(R(s)) - \Delta G_{\text{solv}}^0(A), \quad (3)
\]

where $V_{\text{MEP}}(s)$ is the gas-phase potential energy along the reaction coordinate $s$ with the zero of energy set at the reactant. Equation (3) indicates that, in order to obtain an accurate free energy profile for reaction in solution, one requires not only an accurate free energy of solvation but also an accurate gas-phase free-energy profile. In calculations of free energies of activation of many reactions in solution, most previous studies have focused mostly on the solvation free-energy contributions and often overlooked errors in the calculated gas-phase free-energy profile.

The central issue here is how to define the reaction coordinate $s$. Adopting the reaction path Hamiltonian formalism, the reaction coordinate $s$ for reactions in solution is defined as the distance along the minimum-free-energy path on the free-energy surface. However, following the reaction path on the solution-phase free-energy surface, as defined in equation (3), is almost an impossible task. The major difficulty arises from the necessity to perform normal mode analysis at every point on the gas-phase potential surface in order to calculate vibrational partition functions. To circumvent this problem, an assumption is made that the gas-phase Born–Oppenheimer potential energy surface $E(R)$ has similar topology to the gas-phase free-energy surface along the reaction coordinate. In this case, a pseudo-free-energy surface $G^*(R)$ in the solute nuclear coordinates $R$ is related to $E(R)$ by the following expression:

\[
G^*(R) = E(R) + \Delta G_{\text{solv}}^0(R). \quad (4)
\]
The pseudo-free-energy surface defined above allows one to utilize advanced computational methods that have been well developed for following reaction paths in the gas phase. Analogous to the gas phase, the reaction coordinate $s$ in solution is defined as the distance along the MFEP which is the steepest-descent path from the transition state towards both the reactant(s) and the product(s) on the pseudo-free-energy surface $G^* (\mathbf{R})$. To obtain the free-energy profile of reaction in solution the gas-phase $-RT \ln (Q(s)/Q^*)$ term is added to the pseudo-free-energy profile $\Delta G^*(s)$. In summary, the procedure for calculating free-energy profiles of reaction in solution involves three steps:

1. Select the appropriate level of theory and basis set that can give an accurate gas-phase free energy surface.
2. Determine the transition state and calculate the MFEP on the solution pseudo-free-energy surface defined above.
3. Add contributions from the gas-phase solute internal degrees of freedom along this MFEP. These contributions were mistakenly omitted in previous dielectric continuum calculations of free energies of activation including our own first study of solvent effects on the reaction profile of the $S_n \cdot 2 \text{Cl}^- + \text{CH}_3\text{Cl}$ reaction [58].

Within the dielectric continuum solvation methodology, the free energy of solvation can be written as

$$\Delta G_{\text{solv}}^0 (\mathbf{R}) = \Delta G_{\text{el}}(\mathbf{R}) + \Delta G_{\text{dis}}(\mathbf{R}) + \Delta G_{\text{rep}}(\mathbf{R}) + \Delta G_{\text{cav}}(\mathbf{R}), \tag{5}$$

where $\Delta G_{\text{el}}$ constitutes solvation terms of electrostatic nature, $\Delta G_{\text{dis}}$ and $\Delta G_{\text{rep}}$ are the solvent–solute dispersion and repulsion interactions respectively, and $\Delta G_{\text{cav}}$ is the work required to create the cavity. Note that contributions from the solute internal motions, such as shifts in the solute vibrational frequencies, are effectively included by fitting the cavity size to experimental free energies of hydration. There exist different methods for calculating each of these terms. Below I present one particular combination that was used in applications presented here and also has been working well in many of our studies.

5.2. Generalized conductor-like screening model

The GCOSMO model [38, 39, 52, 53, 58, 133, 134] is an \textit{ab initio} generalization of the COSMO approach, which was first proposed by Klümt and Schüürmann and originally implemented at the semiempirical MO level [35]. This methodology is based on a fundamental classical electrostatic theory which states that the electrostatic potential on the boundary surface of a cavity in a conductor as well as inside the conductor is zero. Thus, the surface charges $\sigma (\mathbf{r})$ on the surface $S$ of the cavity in a screening conductor (the dielectric constant $\varepsilon = \infty$) can be determined from such a boundary condition:

$$\sum_i \frac{z_i}{|\mathbf{r} - \mathbf{R}_i|} - \int_S \frac{\rho (\mathbf{r})}{|\mathbf{r} - \mathbf{r}'|} \, d^2r' + \int_S \frac{\sigma (\mathbf{r})}{|\mathbf{r} - \mathbf{r}'|} \, d^2r' = 0, \tag{6}$$

where $\mathbf{r}$ is on $S$, $\rho$ is the solute electron density, and $z_i$ and $\mathbf{R}_i$ are the nuclear charge and position vector of atom $i$. For a dielectric medium specified by the dielectric constant $\varepsilon$, the surface charges are then determined approximately by uniformly scaling the screening conductor surface charge $\sigma$ by a factor of $f(\varepsilon) = (\varepsilon - 1)/\varepsilon$ to satisfy Gauss’ theorem. Note that for water ($\varepsilon = 78.4$), this scaling factor is 0.987, that infers
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Water is behaving 99% like a perfect conductor. Thus, this approximation is not too unreasonable for polar solvents. In fact, in comparison with the exact Poisson's boundary condition used in the PCM, the average unsigned differences in hydration free energies between two models are less than 0.2 kcal mol\(^{-1}\) for neutral solutes and less than 0.9 kcal mol\(^{-1}\) for ions [133].

Within the boundary element approach, the cavity boundary is defined by \(M\) surface elements with areas \(\{S_u\}\). The surface charge density at each surface element is approximated as a point charge \(\{q_u\}\), located at the centre \(\{t_u\}\) of that element. From the above boundary condition, the total electrostatic solvation free energy is given by

\[
\Delta G_{\text{els}}(q) = z\dagger B\dagger q + c\dagger q + \frac{1}{2f(\varepsilon)}\mathbf{q}\dagger \mathbf{A} q,
\]

where

\[
\mathbf{q} = -f(\varepsilon)\mathbf{A}^{-1}(\mathbf{B}z + c),
\]

is the vector of surface charges, \(\mathbf{A}\), \(\mathbf{B}\) and \(\mathbf{c}\) are \(M \times M\), \(M \times N\) and \(M \times 1\) matrices respectively with matrix elements defined by

\[
A_{uv} = \frac{1}{|t_u - t_v|} \quad \text{for} \ u \neq v, \quad \text{and} \quad A_{uu} = 1.07 \left(\frac{4\pi}{S_u}\right)^{1/2}
\]

\[
B_{uv} = \frac{1}{|t_u - R_u|'}
\]

\[
c_u = \sum_{\mu\nu} P_{\mu\nu} L_{\mu\nu}^u,
\]

where

\[
L_{\mu\nu}^u = -\left\langle \mu | \frac{1}{r - t_u} | \nu \right\rangle,
\]

with \(P_{\mu\nu}\) the density matrix element, and \(\mu\) and \(\nu\) basis functions. The dagger denotes matrix transposition. This electrostatic contribution to the free energy of solvation can be incorporated directly into the Fock matrix elements and can be solved simultaneously within a single self-consistent field (SCF) step for both the solute wavefunction and the surface charges. The pseudo-free energy of the whole system (solute + surface charges) is then given by

\[
G^* = \sum_{\mu\nu} P_{\mu\nu}[(H_{\mu\nu}^0 + H_{\mu\nu}) + \frac{1}{2}(G_{\mu\nu}^0 + G_{\mu\nu})]
\]

\[-\frac{1}{2}f(\varepsilon)\mathbf{z}\dagger \mathbf{B}\dagger \mathbf{A}^{-1}\mathbf{Bz} + E_{nn} + G_{\text{non-els}},
\]

where \(E_{nn}\) is the solute nuclear repulsion and \(\mathbf{z}\) is the vector of \(N\) nuclear charges. The solvent contributions to the one- and two-electron terms of the Fock matrix \(H_{\mu\nu}\) and \(G_{\mu\nu}\) respectively are expressed as

\[
H^*_{\mu\nu} = -f(\varepsilon)\mathbf{z}\dagger \mathbf{B}\dagger \mathbf{A}^{-1}L_{\mu\nu},
\]

\[
G^*_{\mu\nu} = -f(\varepsilon)\mathbf{c}\dagger \mathbf{A}^{-1}L_{\mu\nu}.
\]

For the dispersion and short-range repulsion contributions, we adopted the method of Floris et al. [135]:

\[
\Delta G_{\text{dis}} = \rho_{\text{el}} \sum_i \sum_u \frac{2d_{\text{el}} + d_{\text{el}}^0}{3\rho_{\text{el}}} (r_{iu} \cdot n_u) S_u,
\]

where

\[
\rho_{\text{el}} = \frac{1}{2\pi\varepsilon_0}
\]

and

\[
\rho_{\text{el}}^0 = \frac{1}{2\pi\varepsilon_0}.
\]
\[ \Delta G_{\text{rep}} = -\rho_{H_2O} \sum_{i}^{N} \sum_{m}^{M} \frac{2c_{iH} + c_{iO}}{9r_{im}^2} (r_{im} \cdot n_m) S_m, \]

where \( \rho_{H_2O} \) is the density number of water, \( d_{iH}, c_{iH} \) and \( d_{iO}, c_{iO} \) are dispersion and repulsion coefficients for interactions of the solute atom \( i \) with the solvent hydrogen and oxygen atoms respectively. These coefficients can be taken from available MM force fields, and we found that the OPLS force field [136] works well in most cases; \( n_m \) is the unit vector normal to the surface at the point \( t_m \) and directed inside the cavity; \( r_{im} \) is the \((t_m - R_i)\) vector. The cavity size [137] in this case was increased to account for the solvent excluding region by adding 1.29 Å (our optimized radius of solvent water) to the solute atomic radii.

The cavity formation term is the work required to create the cavity in the solvent. Here we employed the scaled particle fluid theory of Pierotti [138], which was transformed by Huron and Claverie [139] into an atom–molecule-type formalism. In particular, \( \Delta G_{\text{cav}} \) is given by

\[ \Delta G_{\text{cav}} = \sum_{i=1}^{N} \left( K_0 + K_f a_{i\text{H}} + K_2 a_{i\text{H}}^2 + K_3 a_{i\text{H}}^3 \right) \frac{S_{\text{exposed}}}{S_i}, \]

where \( K_i (i = 0–3) \) are functions of the temperature, pressure, density and hardsphere diameter of the solvent taken from the work of Huron and Claverie [139], \( a_{i\text{H}} \) is the atomic radius of atom \( i \) plus 1.4 Å, the radius of the water molecule. \( S_{\text{exposed}}/S_i \) is the fraction of the exposed surface of the solute atom \( i \). These methods for calculating non-electrostatic contributions have been found to be sufficiently accurate from several previous studies [38, 135, 140–145].

5.2.1. Analytical derivatives

The pseudo-free energy given above in equation (13) can be rewritten as

\[ G^* = \sum_{\mu \nu} P_{\mu \nu} (H_{\mu \nu}^0 + \frac{1}{2} G_{\mu \nu}^0) + E_{\text{nn}} + \Delta G_{\text{el}} + \Delta G_{\text{non-els}}, \]

where \( H_{\mu \nu}^0 \) and \( G_{\mu \nu}^0 \) are the solute one- and two-electron components respectively of the Fock matrix and involve only the solute electron–electron and electron–nuclei interactions, and \( \Delta G_{\text{el}} \) and \( \Delta G_{\text{non-els}} \) are the electrostatic and non-electrostatic components respectively of the solvation free energy. Applications of the free-energy. Applications of the free-energy derivatives so far have included only contributions from the electrostatic term. Without the non-electrostatic contributions, the derivative of the free energy in equation (19) with respect to the nuclear coordinates \( R_i \) of atom \( i \) is given by

\[ \nabla_{R_i}(G^*) = \sum_{\mu \nu} P_{\mu \nu} \nabla_{R_i}(H_{\mu \nu}^0) + \frac{1}{2} \sum_{\mu \nu} P_{\mu \nu} P_{\sigma \tau} \nabla_{R_i}(\mu \lambda || \nu \sigma) \]

\[ + \nabla_{R_i}(E_{\text{nn}}) - \sum_{\mu \nu} W_{\mu \nu} \nabla_{R_i}(S_{\mu \nu}) \]

\[ + z^\dagger(\nabla_{R_i} B^\dagger) q + (\nabla_{R_i} c^\dagger) q + \frac{1}{2j} q^\dagger(\nabla_{R_i} A) q. \]

The first four terms have the same expressions as the Hartree–Fock (HF) or Kohn–Sham DFT theory for a gas-phase molecule except that the density matrix \( P_{\mu \nu} \) and the energy-weighted density matrix \( W_{\mu \nu} \) contain the solvent effects. The last
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three terms are due to the electrostatic solvation energy. They are from the interactions of surface charges with solute nuclear charges, with solute electron charge distribution and with other surface charges respectively. Note that, with the conductor-like screening boundary condition, terms involving the derivative of the surface charges are not needed. If the atomic radii used to define the cavity are assumed to be fixed, and surface elements stick to the atom to which they belong, then from [35]

\[ \nabla_{R_i}(A_{\alpha \nu}) = \frac{1}{|t_u - t_i|} (\theta_{ui} - \theta_{\alpha \nu}), \]

(21)

with

\[ \theta_{ui} = \begin{cases} 0 & \text{for } u \notin \text{sphere of atom } i, \\ 1 & \text{for } u \in \text{sphere of atom } i. \end{cases} \]

(22)

The derivative \( \nabla_{R_i}(A_{\alpha \nu}) \) of the diagonal elements of \( A \) depends on \( \partial S_u / \partial R_i \), that is the change in the surface area of the element \( u \) with respect to the change in the position of atom \( i \). Thus, only surface elements at the overlapping regions of the atomic sphere of atom \( i \) with the neighbour spheres have non-zero \( \partial S_u / \partial R_i \). Numerical analysis indicated that it is reasonable to assume that

\[ \nabla_{R_i}(A_{\alpha \nu}) = 0. \]

(23)

Finally, differentiating \( B_{ui} \) and \( c_u \) in equations (10) and (11), we obtain

\[ \nabla_{R_i}(B_{ui}) = \frac{1}{|t_u - R_i|} (\theta_{ui} - \delta_{ij}), \]

(24)

\[ \nabla^*_{R_i}(c_u) = \sum_{\rho \sigma} \left< \mu \left( \frac{r - t_u}{|r - t_u|^3} \left( - \nabla_{R_i}(t_u) \right) \right) v \right> = -\sum_{\rho \sigma} P_{\rho \sigma} \left< \mu \left( \frac{r - t_u}{|r - t_u|^3} \theta_{ui} \right) v \right>. \]

(25)

The asterisk denotes that equation (25) is not the complete derivative \( \nabla_{R_i}(c_u) \); the term containing the partial derivative of the density matrix, \( P_{\rho \sigma} \), has already been included in the fourth term of equation (20).

The second derivative of the pseudo-free energy with respect to the \( R_i \) and \( R_j \) solute nuclear coordinates can be obtained by differentiating the first derivative given in equation (20). The explicit expression has been published elsewhere [39].

The simplicity of the expressions for the contributions of solvent polarization to the Fock matrix and its derivatives gives the GCOSMO model many computational advantages. The most significant is that the computational cost for calculations of energy, gradient and Hessian is no more than 15% larger than that of the corresponding gas-phase calculations. Furthermore, in many cases, the external polarization field localizes the wavefunction and hence reduces the number of SCF iterations.

5.2.2. Other aspects of the model

5.2.2.1. Outlying charge effect. This effect arises from the fact that implementation of any classical continuum solvation model within a QM level will cause a small portion of the electronic density distribution to be outside the cavity regardless of the cavity size. Recent studies [146, 147] have proposed several post-SCF correction schemes to account for this effect. In my view, such schemes philosophically attempt to make the dielectric continuum methodology more rigorous than it should be. Comments below regarding cavity size further support this view. In addition, these schemes add a layer of complication when one requires the inclusion of the outlying charge effect in free-energy derivatives for consistency in the determination of the structure and reaction
path; yet the atomic radii used in specifying the cavity size are still needed to be optimised to account for other effects. For these reasons, outlying charge effects were not considered in the GCOSMO model. One positive aspect, however, is that the proposed schemes remove most of the rather strong basis set dependence on solvation free energies of anions where the solute wavefunctions are rather diffuse.

5.2.2.2. Cavity specification. This is perhaps the most controversial aspect of the use of the dielectric continuum approach. There is no rigorous way to define the cavity boundary. However, it is generally accepted that the molecule-shaped cavity provides a more realistic description than a simple spherical or ellipsoidal cavity. The size of such a cavity is specified by the atomic radii. These atomic radii have similar magnitudes to van der Waals atomic radii used in MM force fields, although most have been optimized for a particular solvation model. Furthermore, there are three different ways to define the boundary surface, namely van der Waals (overlapping spheres), solvent-accessible [137] or solvent-excluding [148] surface. For reactions in solution, we found that the solvent-excluding surface provides more stable results owing to its smooth nature. In all applications presented below, the solvent-excluding surface was used. It was constructed using the GEPOL algorithm [149]. The atomic radii (N, 1.74 Å; C, 2.10 Å; H, 1.17 Å; Cl, 1.75 Å) used have been optimized at the HF/6-31G(d) level using the GCOSMO model to reproduce free energies of hydration for a representative set of small molecules and ions [133]. By optimizing the atomic radii for determining the cavity, other contributions that were not explicitly considered in the model are effectively included.

5.3. Illustrative examples

5.3.1. $S_N^2 2 Cl^- + CH_3 Cl$ charge-transfer reaction

The first example is the $Cl^- + CH_3 Cl$ biomolecular nucleophilic substitution ($S_N^2$) reaction in the gas phase and aqueous solution. To calculate the free-energy profile of this reaction in aqueous solution, first one needs to determine the level of theory required for accurate calculations of the gas-phase potential curve. By comparison with the accurate ab initio MO calculations and available experimental data, the hybrid density functional theory, particularly the Becke half-and-half exchange and Lee–Yang–Parr correlation (BH & HLYP) functional method was found to give the best overall performance among existing DFT methods and can predict accurate structural, energy and vibrational frequency information not only for equilibrium structures but also for the transition state with quality comparable with the second-order Möller–Plesset (MP2) level of theory [58]. In particular, the calculated classical barrier of 2.6 kcal mol$^{-1}$ compared favourably with the semiempirical value of 3.1 kcal mol$^{-1}$ that was fitted to the experimental thermal rate constant at the room temperature. Similarly, the complex binding energy was slightly overestimated to be $-9.9$ kcal mol$^{-1}$ compared with the experimental data of $-8.6 \pm 0.2$ kcal mol$^{-1}$. In the second step, one can in principle optimize the transition state in solution and then determine the MFEP by following the steepest-descent path from the transition state. However, most previous simulations have used a much simpler reaction coordinate $R_c$ defined by Chandrasekhar et al. [111] as

$$R_c = R_{cct} - R_{cCl},$$

where Cl$^-$ is the leaving atom. To facilitate comparisons with results from previous simulations, the same reaction coordinate was used. As shown in figure 1, the
unimodal shape of the free-energy curve calculated from the methodology described above agrees well with that obtained from classical MC simulations. In particular, the calculated free energy of activation of 27.5 kcal mol\(^{-1}\) is in good accord with the previous MC result of 26.3 ± 0.5 kcal mol\(^{-1}\) [111], the MD result of 27.7 kcal mol\(^{-1}\) [112] and the experimental value of 26.6 kcal mol\(^{-1}\). Figure 2 shows individual contributions, namely electrostatic, dispersion, repulsion and cavitation, to the hydration free energy along the reaction coordinate. The results confirm that the non-electrostatic contribution has only a small effect on the free energy of activation [112]. In particular, the overall non-electrostatic contribution, resulting mostly from the cavity formation term (see figure 2), is found to lower the barrier by about 2 kcal mol\(^{-1}\) while the electrostatic contribution effectively raises the barrier by 19 kcal mol\(^{-1}\).

5.3.2. The Menshutkin \(\text{NH}_3\ + \text{CH}_3\text{CL} \rightarrow \text{H}_2\text{NCH}_3\ + \text{Cl}^-\) reaction

First of all, to determine an appropriate level of theory for accurate potential and free energy surfaces, benchmark gas-phase single point fourth-order Moller–Plesser MP4(SDTQ) calculations at the MP2 optimized geometries at the stationary points using a large aug-cc-pVDZ [150] basis set were performed. Comparing with this benchmark result of 32.1 kcal mol\(^{-1}\) for the classical reaction barrier \(\Delta V^*_c\), MP2/6-31G(d, p) calculations overestimate by 6.3 kcal mol\(^{-1}\) while the BH & HLYP method
Figure 2. BH&HLYP/6-31+G(d,p) total hydration energy (——) and its individual contributions ((△), electrostatic; (▲), cavitation; (○), dispersion; (○), repulsion) plotted as functions of the reaction coordinate $R_c$ of the $S_2$Cl$^- + CH_3Cl$ reaction. All contributions are relative to their separated reactant values.

with the same basis set agrees to within 0.5 kcal mol$^{-1}$. When comparing the structural, energy and frequency information, overall the BH & HLYP results are closer to both MP4 and experiment than are the MP2 result [53]. This is consistent with conclusions from other studies [5, 151–153] that the BH & HLYP DFT method was found to be a computationally efficient and sufficiently accurate method for calculating transition-state properties.

Using the GCOSMO dielectric continuum methodology, the transition state of the Menshutkin NH$_3$ + CH$_3$Cl $\leftrightarrow$ NH$_3$CH$_2$ + Cl$^-$ reaction in an aqueous solution was fully optimized and the MFEP in all degrees of freedom of the solute was determined by following the steepest-descent path on the pseudo-free-energy surface defined above and then corrected by adding the contribution from the gas-phase solute internal degrees of freedom.

In figure 3 we plot the CN and CCl bond distances and the HCN angle along both the gas-phase MEP and solution-phase MFEP. These internal coordinates show the largest changes as functions of the reaction coordinate. For the reaction in water, they are shifted in the product direction. This means that solvent effects advance the reaction coordinate. In particular, at the transition state as shown in figure 4, solvent effects elongate the CN bond by 0.42 Å, shorten the CCl bond by 0.30 Å and reduce the HCN angle by 14°. These shifts are somewhat larger than those obtained from the reaction field factor method at the HF level [49]. Since electron correlation was found to be important for the gas-phase transition-state geometry (it shortens the CN bond by 0.1 Å), one expects the solvent effects on the structure also to be very different for
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Figure 3. Bond distances NC and CCl and angle HCN as functions of the reaction coordinates for the Menshutkin NH₃ + CH₂Cl reaction in both the gas phase (g) and aqueous solution (aq). The origin of the reaction coordinate is at the saddle point in each case.

Figure 4. Optimized geometries of the transition state of the Menshutkin NH₃ + CH₂Cl reaction in the gas phase and in aqueous solution (in parentheses). The distances are in ångströms and the angle is in degrees. Values in the second rows were calculated at the HF/6-31-G** level using the reaction field factor method (taken from [48]).

the HF and DFT results. The large shift in the transition state can be understood from the fact that the Menshutkin reaction is a charge separation process. Aqueous solvent facilitates charge separation by gaining a favourable free energy of solvation. These
trends are consistent with previous results from the PCM [119] and semiempirical AM1–MM MC simulations [117].

Free-energy profiles in both the gas phase and aqueous solution are also plotted in figure 5. For formation of the gas-phase ion products H$_2$CNH$_3$ and Cl$^-$, the reaction is 110 kcal mol$^{-1}$ endothermic. Thus, the dynamical bottleneck is located far in the exit channel. Solvent effects change the reaction energetics to noticeably exothermic, thus shifting this bottleneck significantly towards the entrance channel and decreasing the free energy of activation to 24.8 kcal mol$^{-1}$. This free energy of activation agrees well with the value of 26.3 kcal mol$^{-1}$ from the AM1–MM MC simulations of Gao and Xia, the reaction field factor result of 28.7 kcal mol$^{-1}$ [49] and the experimental value of 23.5 kcal mol$^{-1}$ [154] for a similar Menshutkin reaction NH$_3$ + CH$_3$I in water.

6. Conclusion and future outlook

The simplicity of the dielectric continuum solvation approach provides many computational advantages for quantum modelling of reactions in solution. The availability of free-energy derivatives in models based on a molecule-shaped cavity greatly enhances the ability of these models to explore free-energy surfaces, to optimize and to characterize transition states. The additional computational cost is only a fraction of the corresponding gas-phase calculation and is much smaller than those of MC or MD simulations. For these reasons, condensed-phase quantum chemistry studies using dielectric continuum methodology are becoming more routine.
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Despite these positive aspects, work remains to be done. In particular, more attention should be given to the hydrophobic effects on the free energy of activation and the transition-state structure of reaction in solution. For many reactions, such effects are not negligible even in polar solvents. In addition, work has already begun to extend the dielectric continuum methodology to include non-equilibrium solvation effects for addressing dynamics of reactions in solution.
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